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Theme

CFD Techniques for Propulsion Applications" was the title of this PEP Symposium. The subject of CFD Techniques was very
popular in a large number of organisations. The Panel was aware from the beginning of the planning that the Terms of Reference
must be directed very specifically to propulsion application.

A first investigation showed that too large a number of papers were available to be considered. The Panel thus restricted the
scope to four main subjects for propulsion application: Full 3-D Code Validation. Full 3-D Numerical Technique. Multi-
Dimensional Reacting Flow, and Unsteady Viscous Flow.

Special emphasis was given to the validation experiences using the recommendations of AGARD PEP Working Group 18 on
Test Cases for the Computation of Internal Flows in Aero Engine Components. The FDP contributed on Computational
Methods for Aerodynamic Design (Inverse) and Optimisation. and on Applications of Mesh Generation to Complex 3-D
Configurations.

Theme

-Les techniques de l'arodynamique numerique pour les applications aux propulseurs" 6tait le titre de cc symposium organise
par le Panel PEP. Le sujet de 'adrodynamique numerique avait suscit6 beaucoup d'intdr~t dans de nombreuses organisations.
Ds le debut du projet de symposium. le Panel a pris conscience que leur mandat devait tre orient6 tres specifiquement vers les
applications aux propulseurs.

Up trop grand nombre de communications a et6 propose suite au premier appel de participation. Par consequent. le Panel a
limite le domaine aux quatre grands themes suivants: la validation des codes de calcul reellement tridimensionnels, les
techniques numeriques reellement tridimensionnels. les ecoulements i reaction multidimensionnels et les ecoulements
vi ;queux instationnaires.

L'accent etait mis sur l'experience acquise lors des travaux de validation effectues conformement aux recommandations du
groupe de travail PEP No. 18 sur les cas d'essai pour le calcul des ecoulements internes dans les moteurs d'avion. Le Panel FDP
avait presente des communications sur les methodes de calcul pour la conception aerodynamique (methodes inverses) et
Ioptimisation. ainsi que les applications de Ia generation des maillages aux configurations complexes tridimensionnelles.
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TECHNICAL EVALUATION

Louis A. Povinelli
National Aeronautics and Space Administration

Lewis Research Center
21000 Brookpark Road

Cleveland, Ohio 44135 U.S.A.

INTRODUCTION

Thank you, Mr. Chairman. Let me begin these remarks by saying how much I appreciated

the opportunity to present the opening remarks and to serve as the technical evaluator for the

77th Symposium of the Propulsion and Energetics Panel on CFD Techniques for Propulsion

Applications. I would like to compliment the Program Committee and Panel Members for an

outstanding job in the planning and implementation of this meeting. The presenters and the

Session Chairmen are also to be complimented for their fine work. This Symposium had a

schedule of some 41 technical presentations covering the entire spectrum of propulsion system

components. The theme of this meeting was fourfold: to consider (1) Full Three-Dimensional

Code Validation, (2) Full Three-Dimensional Numerical Techniques, (3) Multi-Dimensional

Reacting Flow, and (4) Unsteady Viscous Flow. All of the topics have direct relevance to the

propulsion community which is attempting to develop or to use CFD in the design and analysis

of components. In addition, there is now available a compendium of experimental test cases and

a corresponding data base published by Working Group 18 of PEP on "Test Cases for the

Computation of Internal Flows in Aero Engine Components" (AGARD Advisory Report 275).

Those test cases provide an excellent source against which to compare computational results. In

addition, it will also provide a focus for code-to-code comparisons. Our goal, therefore, in this

Symposium was to evaluate the capability of various three-dimensional Navier-Stokes solvers

from the viewpoint of 'code validation;" to assess the special features of numerical techniques;

to evaluate multi-dimensional reacting flow codes, and to understand new contributions to
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unsteady viscous flows. In order to meet the goals, therefore, it is necessary to identify the level

of agreement of physical models and numerical solutions with the test data, to identify regions of

agreement and disagreement, identify significant missing features, and to assess the sources of

error. In addition, of course, is the identification of significant new developments, new

capability and new modeling and, finally, the determination of future directions for our research

activities. Recommendations for future research will establish the possible impact on future

military planning. Before finishing my introductory remarks, it is useful to observe that a single

theme Symposium, e.g., Code Validation, would provide a clearer forum for evaluation. That is,

with a single theme such as Validation, criteria could be established by which all papers are

evaluated. Each paper, then, would be evaluated against the same criteria and judgement made

as to how well the codes met the criteria.

As a general comment, the technical level of the meeting was judged as good. It should be

said that few, if any of the papers, included all the necessary information for rigorous validation

although modeling effects were studied. A large number of papers dealt only with

demonstrations of the ability to perform calculations, and a small number provided new solution

techniques. Very little information was presented on unsteady viscous solvers and a few papers

were primarily examples of propulsion applications.

GENERAL INTRODUCTORY LECTURE

An excellent review was presented by Prof. Hanel on methods for solving the conservation

laws using the Navier-Stokes equations. The essential features of the hierarchy of the

conservation laws from the Boltzman equation to boundary layer formulations were described.

Recognition of the need to resolve relevant length and time scales whose values differ by orders
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of magnitude were discussed. It was concluded that nonmodel, d small scalings result in

undesirable effects on the solution, a point to which I will speak later. Inviscid region scaling

was differentiated from viscous region scalings, such as in boundary layers and wakes. The

Euler solver "i seen as the basic element of the Navier-Stokes solver. And in fact, it is the

approximation of the Euler solution in viscous solutions that cause dissipative and dispersive

truncation errors in Navier-Stokes solutions. Althou'gh the information presented was not new

or even specific to turbomachinery/propulsion systems, it did set the stage for the subsequent

presentations. That is, the features associated with accuracy, convergence, acceleration, scaling,

boundary conditions and gridding were all discussed. In addition, comments regarding the need

for Direct Numerical Simulation on massively parallel systems was seen as the trend for the

future. This reviewer agrees that DNS holds great promise for the future of propulsion CFD.

EVALUATION

Theme I. Code Validation

It is important to note that CFD codes may be useful at all stages of their development

prior to what is considered "complete validation." Research code progress may be thought of

passing through various stages beginning with code development and demonstrated capability for

simple laminar and/or turbulent flows with consistent numerical stable behavior. The next

phase involves application to *realistic" geometries and an assessment of realistic physical

behavior. Next comes comparisons with measured profile data and/or total pressure losses.

Finally, one arrives at the "validation threshold." Up to this point, the codes may have been

used to both assess current designs as well as evaluate new configurations. At this point, a more

thorough consideration of many items must now be considered, and include:
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- conservation of mass, momentum, energy and species

- numerical accuracy

- numerical stability

- convergence behavior

- grid sensitivity/generation

- numerical dissipation

- turbulence modeling

- transition modeling

- inflow, outflow and wall boundary conditions

- rigorous comparison with detailed data bases

In addition, issues of computational speed and storage are all present. In very few of the papers

presented here, were all of these issues addressed. It is recognized that the authors were not

asked to address validation; and so simply presenting a three-dimensional numerical scheme

satisfied the Symposium's theme. However a high level of user confidence will not be established

for any numerical scheme without showing detailed comparisons with data. Three-dimensional

variations of flow properties need to be compared with computations. Simple performance

comparisons are only the first step.

The critical physics to be modeled for code validation have been discussed previously by

this author at the AGARD Fluid Dynamics Panel at Lisbon, 1988. The physics needed to be

modeled are shown in the following charts. (Issues related to clearance flow and heat transfer

are included as subcategories.) A number of papers in this Symposium dealt with the issues of

modeling some of these key physics. For example, the work of Moore, Gregory-Smith and

Dorney addressed tip clearance flows, turbulence modeling and transition effects in cascade
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flows. This type of activity relates to Chart II directly, and in my opinion, is the proper

direction for code validation.

TABLE I. - INLET, DUCT AND NOZZLE CFD VALIDATION

[From Povinelli, L.A., "CFD Validation Experiments for Internal Flows,'
AGARD REPT , 1988.1

Code and critical models requiring validation Experimental program
elements

CFD codes by class Critical flow physics models

Three-dimensional Turbulence Transition ducts
subsonic PNS Separation Offset ducts

Vortex generation Vortex generators

Three-dimensional Turbulence Shock-boundary layer
subsonic/ Separation interaction
hypersonic PNS Real gas effects Boundary-layer breed

Boundary layer bleed High temperature flow
Boundary layer transition

Three-dimensional Turbulence Above experiments
Navier-Stokes Real gas effects Separation flow

Boundary layer transition physics
Enhanced jet mixing
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TABLE II. - TURBOMACHINERY CFD VALIDATION

(From Povinelli (ibid). _

Code and Critical models requiring validation Experimental program
elements

CFD code by class Flow physics models elements

Steady Euler End-wall boundary layer High-speed turbomachinery
Blade surface boundary layer Low-speed turbomachinery
Shock boundary layer interaction Two-dimensional cascade

Shock boundary layer
interaction

Steady Navier-Stokes Turbulence Two-dimensional cascade
Boundary layer transition Low-speed centrifugal

Low-speed boundary layer
Three-dimensional heat

transfer
Low-speed axial turbo-

machinery

Passage-average Closure models Low-speed multistage
Navier-Stokes High-speed multistage

Unsteady Navier-Stokes Turbulence Low-speed turbomachinery
(rotor/stator) Boundary layer transition High-speed turbomachinery

TABLE III. - CHEMICALLY REACTING FLOWS CFD VALIDATION

[From Povinelli (ibid).]

Code and critical models requiring validation Experimental program
element

CFD codes by class Critical flow physics models

Steady Navier-Stokes Fuel spray Multiphase flow research:
Turbulence phase interaction
Turbulence/combustion
Chemical kinetics

interaction
Radiation/soot formation

Time accurate Turbulence Planar reacting shear layer:
Navier-Stokes Turbulence/combustion Turbulence/combustion

interaction interaction
Chemical kinetics Soot/radiation characteristics

Direct numerical simulation Chemical kinetics Shock tube chemical kinetics
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The work on the validation of the CANARI code by Escande highlighted the necessary

numerical considerations required. Detailed information was presented on numerous features of

the code and the methodology. Turbulence modeling, differencing method, boundary conditions,

accuracy, solution scheme, dissipation, mesh generation faid packing, upstream and downstream

conditions and cpu time. Transonic computations were shown but as yet no data was compared

with the code. Certainly the Working Group test cases should be desirable for comparison with

this code.

A good example of the application of Rai's thin-layer Navier-Stokes code (Rotor 3) was

given by Dorney and Davis. Careful definition of the inlet and boundary conditions was made

for the case of Langston's cascade. A grid sensitivity study was conducted using total pressure

and flow angle as criteria. Transition modeling (30 percent chord) allowed fitting of the Stanton

number distribution as a function of chord on the suction mid span. Failure of the transition

model on the pressure side was interpreted as a failure of turbulence model. Flow angles were

generally overpredicted. This activity also focused on improving the modeling required for

transition and turbulence.

An intake (inlet) application was presented by Norton using a Navier-Stokes simulation.

Various operating regimes were discussed with a focus on high incidence and on spillage

conditions. A Jameson formulation was used (finite volume) with a mixing length turbulence

model as well as a potential flow method. At low Mach numbers, the potential flow and Navier-

Stokes formulations with 20 percent spillage were equivalent. At higher Mach numbers, the

potential method does not capture the shock. The Navier-Stokes solution captures incidence

physics very well, i.e., shock-boundary layer interaction, spillage and the embedded supersonic

region. The ability to capture flow details is related to the transition and turbulence modeling.
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Shock-boundary layer interaction plays a major role on pressure recovery. The state of the

boundary layer makes prediction difficult. Description of the transition point is critical and

testing implies proper boundary layer tripping. The critical issues here are transition and

turbulence modeling. Distortions related to shock losses must also be resolved to compute more

accurately.

An application of an Euler cell centered finite volume solver by Bissinger with a Riernann

solver at the face was applied to the flow field of a hypersonic inlet. Shock capturing was

achieved by flux vector blending. Mass flow was conserved to within 0.2 percent for a sidewall

compression inlet. The method was also applied to a multi-ramp inlet at M5.25. Fine grids

were needed to clarify the shocks and expansions. At M5.65 the external lip shock slip line lies

extremely close to the cowl surface. In addition, an expansion from ramp causes throat

separation and subsonic flow - hence unstart or unstable operation is possible. This paper

illustrated hoa CFD can be used to examine physics in great detail in order to arrive at an

acceptable inlet design. Mass removal was also modeled. Sidewall interactions showed strong

three-dimensional effects. It was concluded that Euler computations can be useful for design.

Comparison of the computations with data is needed.

Turbulence modeling and boundary conditions were investigated in detail in a finite element

model for internal turbine cooling passages by Taylor. This is an important area of research in

order to eliminate unneeded coolant in specific regions. The level of detail showed in the

internal ribbed passages is remarkable; both for velocity and heat transfer within the cavities.

Comparison with data showed good results with a one equation turbulence model. Coriolis

effects were shown to be important for smooth pipes and ribs were dominant during rotation.
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Analyses for this application may be more advanced than the experimental data. However, a

number of questions remain regarding the validity of the computed results.

An algorithm for the conservative form of the Navier-Stokes equations on a non-orthogonal

and nonstaggered grid was applied to flow in ducts by Coelha. Convective terms are discretized

using a hybrid central differencing/upwind scheme. Reasonable comparisons with incompressible

subsonic duct flow in an "S' bend were achieved, however the boundary conditions upstream or

downstream need further evaluation.

lacovides use of a second moment turbulence closure yielded more accurate results for duct

flows. Low Reynolds number wall modeling was needed as well as refined near wall turbulence

modeling. Extra stabilization was required for Reynolds stress models. A zonal modeling

approach was used assuming a fully turbulent outer region and a low Reynolds near wall region

(3 to 5 percent R). Algebraic stress models were used in the turbulent region. Near wall

modeling used three different formulations based on:

(1) One equation k transport model

(2) Two equation low Reynolds number formulation and a

(3) Low Reynolds number version of ASM (nonisotropic model). Based on Gibson-

Launder.

Comparison of the computed results with LDV measurements emphasized the flow

sensitivity to near wall turbulence, and the criticality of near wall modeling. The best

comparison was obtained when a second moment stress model was employed.

Fotea also investigated the turbulence modeling in sharp bends. It was concluded from

Navier-Stokes, k-e computations that modeling improvements are needed, especially for regions

of strong recirculation.
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Theme I. Full Three-Dimensional Numerical Techniques

We shall now turn to the second theme of the Symposium which is entitled Full Three-

Dimensional Numerical Techniques. The theme is somewhat general and as such could include

viscous, inviscid, compressible/incompressible, code development/application, steady/unsteady

and many other categories. In reality, therefore, this category only requires us to consider three

dimensionality. We would look, therefore, at the contributions in this category and the value of

the individual presentations relative to new methods, improved difference techniques,

applicability and comparison with data.

The paper by Calvert was devoted to a time marching scheme based on Denton's Euler

formulation. Integial calculations were used for boundary layers and wakes. An inviscid-viscous

matching procedure allows for a valid solution even though shock-boundary layer interaction

causes separation. Based on computations of four compressor cascades and three high speed

compressors, very good agreement was achieved with data. Problems arise, however, in

attempting to compute near the end walls where strong three-dimensional effects occur. The S1-

S2 method cannot account for spanwise mixing. More attention is needed for corrections due to

radius of curvature and rotational affects. Stream tube thickness distribution appears to be

improved but needs to be more carefully described. Loss computations associated with tip

clearance flows is modeled to first order by viscous Navier-Stokes. More details of the physics of

the clearance flow is being elucidated and modeled. Carefully controlled experiments have led to

more refined analyses which has improved the loss prediction. The vortex location is located

more correctly than previously obtained; however, the vortex strength is not yet properly

computed. Improved grid in the clearance area as well as turbulence model fidelity need further

investigation. It appears that turbulence modeling improvements coupled with improved
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transition modeling is required; and in fact, the transition effect may be more important than

higher order turbulence modeling.

Questions regarding the validity of the Stokes theorem used in the Navier-Stokes equations

were raised by Gray when the solution for a cylindrical and for a spherical expansion led to

inconsistent results. This result needs to be investigated further to establish the source of the

discrepancy or to establish the validity of the stress-strain relationship used in Navier-Stokes

solutions. Addition of heat transfer capability to the Dawes Navier-Stokes solver by Vogel was

described for turbine computations, including ejection into the freestrearn. The internal solution

was performed with a Laplacian formulation and coupled to the external Navier-Stokes solver.

The capability of the method was demonstrated for a turbine stator. No comparisons with data

- were available, however the demonstrated computations look promising. Comparisons with data

are now required for assessment and validation.

Extension of blade row codes to multiple blade row codes was shown by Adamczyk to

require certain mathematical constraints related to the conservation of vorticity and the

momentum fluxes. The errors associated in the time averaged vorticity field was evaluated

relative to requiring continuity of momentum only. Experimental values of the radial gradients

of the vorticity terms were used to quantify the effect.

The paper by Hah illustrated the capability available with three-dimensional Reynolds

average Navier-Stokes simulations. This code also includes tip clearance flow; and was applied

to an Air Force fan configuration. A parametric study identified the most efficient design, which

was then analyzed in some detail. Shock structure and shock-boundary interaction was
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illustrated with the fan blades. Performance parameters were compared with the computations

with good agreement.

The presentation from LEMFI by Gerolymos was a fine example of the unsteady Euler

analysis for the study of aeroelasticity. Nonreflecting boundary conditions were used with a

moving grid tied to the blade surfaces to provide flutter results. Improvements are required to

obtain better agreement with Mach number and bending vibration. Incorporation of viscous

effects may provide greater fidelity.

The work of Haarmeyer provides a basis for the visualization work related to streamline

and vortex line tracking. Animated particle tracing gives good insight into the stream structure.

The integrated CFD system presented by Hirsch provides an attractive package of mesh

generator, flow solver, post processing and flow visualization. Such an integrated system is very

desirable, provided it does not carry with it excessive complexity for any given problem.

The work by Combes addressed centrifugal pumps using a Reynolds averaged Navier-Stokes

solver with k-e turbvlence modeling. The results highlighted some of the difficulties with

downstream diffuser conditions and possible tip or hub separation. Improvement over the

inviscid computation was significant. Horton's application of Dawes' code to contoured end wall

performance and elucidation of flow physics yielded inconclusive results. In addition, reference

to a body of work in this field was not recognized.

A good example of current three-dimensional viscous capability is illustrated by the work of

Chima. His thin-layer Navier-Stokes solver was applied against one of the AGARD test cases

(rotor 67, NASA Lewis Research Center). The tip relative Mach number was 1.38.
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Comparison of computations with data showed good agreement as well as exhibiting proper

physics relative to vortex formation, flow turning etc. Only tip clearance was unmodeled in the

simulation which causes near wall performance to be overly predicted. Post-processing of data

and illustration of particle tracings were excellent and sets a standard for CFD researchers. One

possible improvement may be the incorporation of an improved turbulence model rather than

the Baldwin-Lomax eddy viscosity model. Chima's paper illustrates the continuing validation

process as well as the present status of code capability for three-dimensional simulations.

The paper by Marini is an interesting comparison of an explicit finite volume Lax-

Wendroff scheme with an implicit Beam-Warming ADI scheme, with a good explanation of

secondary flow physics in curved ducts. Further detailed comparisons with data such as in

Working Group 18 test cases would be useful.

A comprehensive Lax-Wendroff time advancing scheme with a cell vortex approach has

been described comprehensively by Oktay. Many details were provided as to the time advancing

and the distribution process to the neighboring nodal points. Additional information is required

requiring convergence history and criteria.

A finite element method was described by Weiland and applied to hypersonic nozzles. The

method was either an Euler or Navier-Stokes analysis, and employed an explicit Taylor-Galerkin

FEM algorithm. Adaptive three-dimensional mesh enrichment was an interesting feature.

Comparison of computations was made with nozzle thrust vector angle and nozzle thrust

coefficient. Viscous nozzle flow including turbulence modeling, an extension to three-dimensional

plug configurations and chemical reactions needed to be added to correctly simulate the flow

field.
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The aerothermodynamics of nozzle flows for hypersonic systems were investigated by

Koschel using two-dimensional boundary layer and Euler methods. Real gas effects were

considered. Applications investigated the effect of boundary layer, specific heat ratio,

equilibrium gas, injected gas (into nozzle) and propellants in a CD nozzle. A free expansion

nozzle was also computed for a gamma value of 1.27 and equilibrium real gas. A free expansion

plug was found to exhibit complex flow structure. Navier-Stokes solutions are needed for mixing

with special emphasis on turbulence modeling.

The Lycoming paper by Sehra demonstrated current CFD capability in U.S. industry for

propulsion components. The MTU paper showed the use of the three-dimensional Reynolds

averaged Navier-Stokes SIMPLEST algorithm for mixer lobe application. Only performance

values were compared with data; no detailed validation studies were presented.

Theme IV - Unsteady Viscous Solvers

The fourth theme of the Symposium was Unsteady Viscous Solvers. Papers considered to

fall into this category were relatively few by comparison with the other themes.

Mathilda is used for the analysis of cooling flows in passages of turbines. It is three-

dimensional and unsteady and uses a two equation turbulence model. Cavity flow and internal

blade passages were analyzed. Both k-e and k-L models were used. Numerous issues related

to the numerical scheme were presented. Comparison with data is required to assess the

turbulence modeling and the validity of the code.
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The paper by LeMeur of ONERA presented a approach for computing stage behavior.

Maintaining continuity between sub-domains allowed reduction of blade counts. The time

change in the flow angle upstream of the rotor, mass flow fluctuations, etc. were calculated.

Unsteady blade loadings were also computed. Averaging techniques were used to compare

unsteady-averaged values with steady-state results. Some interesting results were obtained

which showed that the averaged unsteady results yield solutions quite close to steady-state

values.

The paper from NTU (Athens) utilized a Helmholtz decomposition of the velocity field in

the development of an unsteady three-dimensional Euler analysis. An ADI technique was used

with space varying (linear) and time varying (periodic) boundary conditions. Vorticity

conditions were also specified and an exact description of the energy and entropy fields

employed. A simple cascade flow was illustrated.

CONCLUDING REMARKS

I would like to finish by making a few points:

(1) The advent of a large number or an "army' of propulsion scientists familiar with

computational techniques and numerical simulations is very encouraging and rewarding to those

of us who have advocated 'Propulsion CFD" for some time. It is believed that the use of CFD

for propulsion applications brings its own unique requirements as distinct from the external

aerodynamics community. Therefore, it is encouraged that CFD should become an integral part

of all presentations and discussions related to propulsion system design and analyses. Propulsion
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CFD is simply one more tool available to engineers as is the experimental test cell. Hence we

now may have numerical as well as experimental test cells.

(2) Insufficient CFD validation activity has occurred. Now that Work Group 18 test cases

are available, a focus validation activity should begin. If three-dimensional numerical

simulations for propulsion are to be accepted for design or analysis purposes, then comparisons

should be made with the prescribed test cases. These comparisons will provide the initial

validation as well as providing code-to-code comparisons. If such a focused validation is

undertaken it would also provide a single theme for a future meeting of the PEP Panel, i.e.,

"CFD Validation for Propulsion Systems.0

Validation activity will provide high levels of confidence if all levels of experimental cases

are addressed; i.e., ducts, cascades, rotating turbomachinery, combustors and nozzles.

(3) A word of caution is required regarding experimental data. Obviously some data are

better than others. Some of the data sets obtained at various labs have high accuracy. It is

gratifying for me, since I have been directly involved in that activity for a number of years.

However, we must be very careful regarding the validity of experimental data. Most of the data

sets are 5 to 10 years old. As we do more comparisons we will be better able to sort out

experimental versus computational errors. Also we must move on from "simple" flows to more

realistic flows. The simpler cases should only be first steps, not ultimate goals.

(4) It is noteworthy to mention that physics must not be sacrificed for mathematics. For

those performing numerical simulations, a good understanding of the flow is necessary.
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Collaboration with an experimentalist is a necessity. Education today at the universities is more

specialized and the tendency is to neglect aspects of research other than your own.

(5) [ mentioned during the Opening Ceremony that CFD methods have undergone

significant development, but that a weak part of our effort is related to modeling. Until Direct

Numerical Simulation of the Navier-Stokes equations for high Reynolds application becomes

available, we shall need to rely on modeling the relevant time and length scales in the engine

components. In the long term, DNS and massively parallel systems may be the answer.

However for the near term we must face up to the difficulty of turbulence, transition and

chemical modeling. Special closure modeling may be required for turbomachinery where

unsteady effects may predominate, rather than turbulence per se. Efforts must be expended on

compressibility effects, higher order closure, PDF modeling, RNG, DIA and similar activities.

Unless we improve these models we shall remain on a plateau in CFD applications.

Incorporation of real gas effects, for both chemical and thermodynamic equilibrium and

nonequilibrium are needed for the higher Mach numbers.

(6) Three-dimensional Navier-Stokes are essential for propulsion system simulations.

Physical flow phenomena inlet, turbomachinery or combustor and nozzle is highly three-

dimensional and dominated by turbulent viscous behavior. Euler analysis is helpful in the initial

design, but viscous flow details are significantly different. Those differences are crucial in many

aspects. In addition, fine scale grids are needed since coarse computations will not normally

suffice.

(7) A large amount of activity in propulsion CFD is underway for all components of the

propulsion system. These simulations include a fairly good level of detail. Some components are
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better modeled than others. Reacting flows pose difficulty. Some progress is underway in

modeling injection and burning, but it must be considered the least advanced. PDF modeling

promises some advances in this respect.

(8) A large number of algorithms are now available - finitL Plement, finite difference and

finite volume. We need now to focus on those features which we recognize to yield good results

and not write a new solver with every new researcher. We need to move from the code

developer as the only one who understands the code to a body of knowledgeable users, trained in

CFD. Their talents wi'l be utilized as they apply and improve the methods.

(9) In regard to whether progress has been made in propulsion CFD, it is clear that the

answer is yes for algorithms and codes; for turbulence modeling, progress is limited, for

transition modeling very little progress has occurred and for turbulent chemistry some progress

has been made with probability density function models. Our physical understanding of the flop"

in inlets, turbomachinery, ducts and nozzles is very good, and our physical and chemical

understanding of combustion is improving. Clearly, the need for better closure modeling is

critical for further advances in numerical simulation of propulsion systems.

(10) Finally, in regard to our future direction, I believe the coordination of our activities is

important. The PEP panel should consider a focus on selected test cases from Work Group 18

and verify or vaiidate the best cases. Shortcomings as well as success should then be discussed.

Following a successful outcome then we should begin to rmove toward multi-component

simulations. The PEP Panel should support and encourage modeling activities for use in three-

dimensional viscous simulations and the development of three-dimensional unsteady Navier-

Stokes analyses. In addition the Panel should sponsor a Symposium on the topic of "Propulsion

CFD Validation."



AD-P007 682
~~I 11111 i Iili lIENmlllll

-4"

COMPUTATIONAL TECHNIQUES FOR SOLVING THE cOw

NAVIER-STOKES EQUATIONS Coa" -

D.Hinel I -
Aerodynamisches Institut, RWTH Aachen

Templergraben 55
D 51 Aachen, Germany

Abstract - 1 Introduction

The paper is concerned with computational techniques

for the solution of the Navier-Stokes equations for com- Large progress wa made in computational fluid dynam-
pressible flows. In the first section the governing equa- ics in the past years, in particular on the field of the

tion and their most important approximations are de- Navier-Stokes equations. This progress is based on the

scribed. A review of computational techniques encloses one hand on the significantly increased computer capac-

grid arrangement, conservative discretization, numerical _, t, on the other hand on the essentially improved solu-

flux formulations, and different methods of solution in- ton methods. The improvement of the methods for the

clusive multigrid methods. In a last section the influence Navier-Stokes equations is the result of experiences with

of the numerical discretization on the accuracy of Navier- numerical methods for other equations, like the potential

Stokes solutions is briefly discussed. equation and Euler equations, over many years. Several

years ago potential and streamnfunction methods have

been the widely used tools for design. Then the Euler

Contents solvers became more and more refined, and they are now

the next generation of prediction methods. Compared

1 Introduction 1 with the potential solvers the Euler solvers are compu-

tationally much more expensive, however this drawback

2 Governing equations 2 is compensated by the greater physical relevance of the

results.
2.1 Conservation laws .... ............. 2 The next step will be the use of numerical solutions of

2.1.1 Full Navier-Stokes Equations . . . 2 the Navier-Stokes equations for prediction. However, at

2.1.2 Thin Layer Approximation . . . 2 the present state of art a substantial amount of physical,

2.1.3 Parabolized Navier-Stokes Equa- numerical and hardware development is still necessary

tions ..... ................ 3 before the Navier-Stokes solvers become an efficient, ac-

2.1.4 Reduced Navier-Stokes Equations 3 curate, and reliable engineering tool.

2.1.5 Euler equations ...... ........... 3 Physically an important obstacle for predicting technical

2.2 Thermal and calorical relations ...... 4 flows is the insufficient description of turbulence. This

2.3 Transport Quantities ...... ........... 4 problem requires still much efforts on the experimental

2.4 Boundary conditions ................. 5 and theoretical field in the future.
Numerically essential problems arise from the structure

3 of the Navier-Stokes equations, which involve physical

Computational techniqu s scaling lengths of very different size. The resolution of
3.1 Grid generation. . ............... 6 these scalings requires much finer computational meshes

3.2 Conservative discretization. ........ 6 than needed for a corr-sponding inviscid problem, and

3.2.1 Arrangements of control volumes 7 with that much more computer storage and time. There-

3.2.2 Conservative approaches ...... ... 7 fore computer capacity, the efficiency of numerical meth-

3.3 Numerical flux formulation ........ .... 7 ods and the numerical accuracy must be improved.

3.3.1 Viscous fluxes .................. 8 To increase the efficiency, close cooperation with the ap-

3.3.2 Formulation of the inviscid fluxes . 8 plied mathematics is necessary to utilize all the mathe-

3.4 Methods of Solution ............... 10 matical and potential. A typical example for that is the

3.4.1 Implicit schemes .............. 11 developement of the multigrid methods and their appli-

3.4.2 Explicit Methods ............... 12 cation to hyperbolic and parabolic problems.

3.4.3 epthods osructured .... 13 The other aim in the developement Navier-Stokes solvers

3.4.3 Methods on unstructured grids . .13 has to be the improvement of the accuracy of viscous so-
3.4.4 Pressure-correction methods. .... 13 lutions, in particular for high Reynolds numbers. In this

3.4.5 Multigrid methods ......... ... 14 case there is a very sensible balance between inertia and

viscous terms. Physically the inertia terms have no dis-

4 On the accuracy of Navier-Stokes solutions 15 sipative contribution, but their numerical approximation

4.1 Numerical dissipation in Euler solutions 16 generates a remarkable amount of numerical dissipation

.2 Numerical influence in viscous solutions 17 superposing to the physical, viscous dissipation. Thus
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the accuracy of the viscous solution can be impaired. where F is the stress tensor, and f'is the heat flux vector.
This effect is amplified in strongly unsteady solutions, For the sake of simplicity in the following discussion the
and in steady solutions if the spatial resolution is insuf- conservation equations and their approximations will be
ficient (which is the usual case in three dimensions). refered to their formulation in a twodimensional Carte-
The difficulties, arising in the numerical solution of the sian system (x,y,t).
Navier-Stokes equations, depend strongly on physical
flow problems. Propulsion technique covers a wide field 2.1.1 Full Navier-Stokes Equations
of internal flow problems, .ranging from subsonic duct
flow to hypersonic inlet flow, in the most cases at high The most complete description of continuum flow is given

Reynolds numbers. Some specific problems can be solved by the Navier-Stokes equations. This system of equations

efficiently by using approximations, like the Parabolized summarizes the conservation of mass, momentum and

or Reduced Navier-Stokes equations. Such approxima- energy for viscous, heat conducting fluids.

tions are very well suited for design purposes, but fail if In the Cartesian frame the flux vectors are split up in
exceeding the limits of the approximations. Cartesian components, i.e. fi,,. = (FG)T and 17,.. =

The most general prediction, but also the most expen- (S, R)r. The integral form reads now

sive one, is given by the numerical solutions of Navier-
Stokes equations. The computational techniques for solv- ]Qtdr+J (F - S)dy - (G - R)dz= 0 (3)
ing the Navier-Stokes equations for compressible flows is
the main subject of this paper. The computational tech-
nique consists of different elements, which together define
the Navier-Stokes solver. Elements of a solver are the grid Q, + (F- S). + (G- R)v = 0 (4)
arrangement and conservative discretization, the numer-
ical flux formulation, in particular for the Euler terms, Herein is
and the method of solving the resulting algebraic sys-
tem. For each of these elements a brief description with 2.' /' i ( u (in
references will be given. A section is added in which the Q -- F = + P G -- ""
numerical influence on viscous, steady and unsteady solu- PEput P + P
tion is discussed and demonstrated by several examples. oE pUfH, pvH,(0\ 10)
2 Governing equations S R = .

2.1 Conservation laws 34 r4
where s4 = qz + urts + v-,, and r4 = qv + urtg + vrvi.

In the present paper continuum flow at thermodynami- With the Stokes assumption p. = -2/311 the stress terms
cal and chemical equilibrium is considered. The flow is are expressed by Newtons assumption:
described by the conservation equations for mass, mo-
mentum, and energy. These conservation quantities are r. = 2p us+pvV., ryv = 2pv,+pJ.V.C, r., = (n+v.)
expressed in a vector Q with the components of specific
quantities per volume, which are the specific mass (den- The components of the heat flux vector of are given by
sity p),the momentum pi ,and the energy pE. The con- q, = AN-' and q, = A!-'.
servation laws are formulated as the rate of change of the The Reynolds averaged Navier-Stokes equations for tur-

conservative variables Q in a control volume r, which is bulent flows have the same structure and therefore the

balanced by, the effect of the generalized fluxes f acting same approximations and methods of solution.

normally on the surface A. The conservation laws in the
integral form read: 2.1.2 Thin Layer Approximation

f fA The Thin Layer Approximation of the Navier-Stokes
Q, dr + H . ffdA = 0 (1) equations is a widely used approximation for the com-

putation of viscous flows at high Reynolds numbers. In
A differential form (divergence form) can be obtained this case two very different length scales, the body length
with the integral theorem of Gauss: L and the boundary layer thickness 6 must be resolved.

Similar as in the boundary layer theory all the viscous
Q, + V -7 = 0 (2) terms with stream-wise derivatives are neglected for the

Herein Q is the vector of the conservative variables Thin Layer Approximation. However, in contrast to the
boundary layer theory, the Thin Layer Approximation

Q = (p, p;, pE)T retains all the terms of the Euler equations, and the time
derivatives, as well. In consequence the Thin Layer Ap-

The generalized flux 17 can be split in a vector for inviscid proximation preserves all the properties of the inviscid
flow H,,, and in a vector 7., describing the contribu- flow, in particular the information transport along char-
tion viscosity and heat conduction on the flow. The both acteristics and discontinous solutions.
terms read: In 2-D Cartesian coordinates, assuming the x-coordinate

as the nearly streamwise direction, the Thin Layer Ap-
H,.. = (pg, p6 6 + p, pV H, )T proximation would read :

fl,.. = (0,=,=- ;+f)r Q, + F. + (G - R)y=0 (5)
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where Q, F, and G have the meaning as in the full equa- the variables needed downstream of the actual cross sec-
tions, but the viscous term R contains only that stress tion are extrapolated from the upstream sections with-
terms wich have derivatives in normal (y-) direction. out further assumption for the pressure, as reported by
There exists no rigorous theory for the derivation of this Menne [3] for computations of external hypersonic flows.
approximation, however its range of validity is approxi- An advantage of this strategy is that the same time-
mately that of the higher order boundary layer theory. It marching code can be used in "parabolic" and "elliptic
means that local flow separation and small normal pres- regimes.
sure gradients in viscous layers are covered by the ap- The parabolic assumption is often used for internal,
proximation. mostly subsonic flows in duct-like geometries of moderate
Computationally a further motivation of using this ap- turning. In usual procedures an averaged pressure P(z),
proximation is given by the fact that due to the disparate uniform in one cram section, is introduced in the stream-
scale lengths the step sizes in streamwise direction are wise momentum equation, which ensures the global mas
much larger than in normal direction. Therefore even flux. The other equations retain a separate pressure cor-
whe, the full equations are used, the streamwise deriva- rection ap, which can vary over the cros section. A re-
tivies of the viscous terms are resolved insufficiently. Fur- view of different parabolic methods in internal flows has
theron most of the turbulence models in use are suited been made e.g. by Rubin (4]. The principle is used by
only for boundary layer-like flows, many authors, e.g. by Patankar and Spalding (5], Briley
An important requirement for the application of the Thin [6], Ghia and Ghia (7], Govindan et al. (8] and others.
Layer approximation is the use of streamline- (surface)- Since only a single space marching sweep is employed in
orientated, orthogonal meshes in viscous layers to resolve fully parabolic approximation procedures, the computa-
completely the remaining main stress terms normal to the tions become very efficient with respect to the computa-
surface. tion time.
The numerical methods of the solution for the full Navier- Like the boundary layer approximation, the parabolic
Stokes equations, and the Thin Layer approximation are assumption is not able to deal with flow separation in
nearly identical. streamwise direction. In normal direction however, cross

flow separation and strong secondary flow can be pre-
2.1.3 Parabolized Navier-Stokes Equations dicted by this assumption. A sensitivity study in parab-

olized Navier-Stokes solutions of external supersonic flow
The Parabolized Navier-Stokes equations correspond to was carried out e.g. in (9] with the aim to extend this
the Thin Layer approximation, but usually in their approximation to more demanding flows at high angle of
steady-state form. For the example of 2-D flow the parab- attack and to improve the accuracy and stability.
olised equations would read: The application of parabolic procedures requires initial

conditions in two or three cross sections. Theme con-F# + (G - R), = 0 (6) ditions have to be taken from other solutions or from

where the viscous terms R contain only terms with experiments.
derivatives normal to the main flow, F, and G are the
complete Euler fluxes. 2.1.4 Reduced Navier-Stokes Equations
Efficient space marching methods are the motivation for
using this approximation. Space marching is well suited The Reduced Navier-Stokes Equations (RNS) correspond
for stationary, supersonic low, where all information is to the Parabolized Navier-Stokes equations, but the ap-
transported downstream within the Mach cone. But proximation of the streamwise pressure gradient term
in the subsonic regions this assumption fails, since the is modified to account for the upstream propagation of
stationary equations become elliptic and upstream influ- pressure waves within subsonic zones. In this way the
ence occurs in main flow direction. Therefore the term pressure is treated as elliptic and stored in the whole
"parabolic' is somewhat misleading. To preserve the domain. The remaining variables are treated as in the
"parabolic behaviour, space marching in main flow di- fully parabolic approximation and stored only on some
rection must be enforced numerically by one-sided differ- cros section as in space marching procedures. Due to
ences for all derivatives in main flow direction. This nu- the elliptic treatment of the pressure the approximation
merical manipulation can be justified by the "parabolic" enables the calculations of weak streamwise separation
nature of attached boundary layers. However neglecting and is applied to external and internal flow problems,
the upstream influence in subsonic regions, numerical in- e.g. by Moore et al. [10], Pratap and Spalding (11], Lai
stabilities can arise, which must be suppressed. This can and Khosla[12], Zhu and Fletcher (13] and others.
be done with different strategies. The RNS solution has shown to be somewhat more ex-
In common marching procedures for external flows either pensive than the PNS solution, but much cheaper than
the pressure gradient normal to the wall is assumed to the full Navier-Stokes solution as demonstrated e.g. by
be sero across the subsonic layer, Schiff and Steger [1], Power,Barber (14] for external flow over a compression
or the contribution of the streamwise pressure gradient ramp.
is is decreased in the subsonic layer as a function of the
Mach number based on a stability analysis, as proposed 2.1.5 Euler equations
by Vigneron (2].
Space marching methods can also be constructed for the The Euler equations, describing the inviscid flow. are an
time-dependent Thin Layer equations, Eq.(5), using an important approximation of the Navier-Stokes equations.
time marching technique. The solution converges in time They contain the essential mathematical difficulties and
in an iteration-like manner for each cross flow plane sepa- therefore determine the properties of Navier-Stokes so-
rately. An usual upwind scheme can be used, where all of lutions. Nearly all of the Navier-Stokes solvers for high
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Reynolds numbers are based on Euler solvers extended p and T.
by the viscous terms. e = e(p, T)
The 2-D Euler equations read in their conservative inte- For real gases, i.e. a mixture of gases at equilibrium, the
gral and divergence form: caloric equation of gases is the sum of all energy contribu-

tions of the species. The single contributions can be cal-
Qt + F. + G, = 0 (7) culated with methods of the statistical thermodynamics

1Qdr£ + Fdy-fGd =0 and with data from measurements (see Vincenti,Kruger
, dr+ Fy-id 8 [15]).

The Euler equations form a nonlinear, hyperbolic system For a thermally perfect gas (e.g. air T < 2000K) the

of equations with real eigenvalues A,. As a consequence of caloric equa' ion reduces to c = C(T) = f cdT, and with

the nonIixea:y, the equations show two different types the additional assumption of calorically perfect gas (e.g.

of solutions, discontinous (weak), and continous, smooth air t < 600) it becomes e = cUT.

solutions, as well. The-thermal equation of state defines the pressure
The continous solution can be expressed by the character- as function of two variables, e.g. of the internal energy
istic solution of the Euler equations. The characteristic e, and of the density p. Assuming that each species of
form of these equations is obtained by a diagonalization a mixture behaves like perfect gas, the pressure becomes
of Jacobian of the Euler fluxes, e.g. A = M with the the sum of the partial pressures p, of each species:
corresponding eigenvector matrix T. With the diagonal R
matrix A = diag(As) = T - ' AT the characteristic form p p = p T = p(p)
reads in I-D: I I

8W 8W 0For a thermally perfect gas, e.g. air without dissociation,
+ A 0 (9) it yields p = pRT. In addition for a calorically perfect

The characteristic variables W are defined by dW = gas it is p - (-y - 1)pc.

T-idQ and the diagonal matrix is given by the eigen- With the equations of state known, and with the thermo-

values, A = diag(u + a, u, u - a) . The characteristic dynamical laws all the other quantities can be derived. In

form is the basis of the method of characteristics, but general the equations of state for a real, non-perfect gas

also the basis for constructing upwind shock capturing cannot be formulated in a closed form. The calculation

schemes. of the state has to be carried out e.g. by an evaluation

The weak solution, describing the jump conditions over of the thermodynamical partition functions, from which

a discontinuity (e.g. a shock wave or a slip line), can Mollier diagrams can be constructed.

only be derived from the conservative integral form of the Computationally it results in a system of nonlinear, al-

Euler equations. Therefore, if embedded discontinuities gebraic equations, which has to be solved for each state

are considered, only the conservative form guarantees the (grid) point. For computational purposes the precalcu-

correct jump conditions. For a discontinuity C moving lated variables of state can be subdivided in regions in

with the velocity e, the application of the integral con- the p, c plane and expressed by curve fits in that regions

servation laws results in the jump conditions which read (e.g. for air by Tannehill [16]). For improving the vec-

in the general form with the definition [I] = f2 - fi torization the equation of state can also be used in form
of interpolation tables with equidistant or stretched step-

I[H - QZ]- dA = 0 (10) sizes in the p,c plane (e.g. Vinokur [171).

By means of this jump condition the Rankine-Hugoniot 2.3 Transport Quantities
relations can be derived, and computationally shock-
fitting procedures can be constructed. The computation of viscous, heat conducting flow re-

quires additional relations for the transport coefficients

2.2 Thermal and calorical relations of momentum, (viscosity), of energy (thermal conductiv-
ity), and in mixtures of gases for the diffusion of species

The solution of the conservation laws requires additional masses (diffusivity). For the situation of chemical equi-
closure relations to express the thermal and calorical librium, a considered here, the diffusion of species is
state, and the transport quantities in the flux 17 as func- usually assumed to be negligible.
tion of the conservative variables Q. In laminar flow the transport quantities are functions
Different situations have to be considered for the formu- of the molecular properties, depending on the local ther-
lation of thermal and calorical closure relations. The sit- modynamical state. In general the values and the depen-
uations are equilibrium, frozen and nonequilibrium flows. dences are well known.
For the present consideration the gas is assumed to be in At moderate densities the coefficients of viscosity and
thermodynamical and chemical equilibrium, heat conduction of a single perfect gas are functions of
Assuming equilibrium flow, the equations of state can be the temperature only. Then simple models can be used
expressed as algebraic closure relations for the thermo- for the calculation of the viscosity of a single component
dynamical and calorical state as function of conservative gas, as e.g. the Sutherland formula or potential laws.
flow variables Q. The basic input quantities for these The corresponding thermal conductivity can be calcu-
relations usually are the density p, and the internal en- lated from the viscosity using the Eucken relation (Vin-
ergy e, which can be calculated from the total energy centi, Kruger [15]).
pE = p(e + 0l2/2). For a mixture of gas at equilibrium, where each compo-

The caloric equation of state expresses the internal nent is assumed to be a perfect gas, the composite viscos-
energy r with two thermodynamical variables, e.g. with ity can be determined from the semi-empirical mixing law
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of Wilke, which takes into account the species viscosity computation. In the most of physical situations they can
and the corresponding concentration. For the thermal be divided in wall conditions, in- and outflow conditions.
conductivity of a gas mixture a similar law can be de- and periodic conditions.
fined (for details see e.g. Bird, Stewart, Lightfoot [18]). Periodic boundary conditions utilize the periodicity of
With such mixg laws the transport coefficients become flow field. Their formulation is usually straightforward.
functions of two variables, e.g. js = js(p,e). Therefore
the calculation of transport coefficients has to be com- The boundary conditionu at the wail for continuum flow
bined with the calculation of the thermal and calorical at thermodynamical equilibrium are well defined by the

equations of state. Computationally the transport coef- conditions of vanishing normal velocity, by the no-slip

ficients can be updated similar to the equations of state condition (vanishing tangential velocity vt), and by the

in form of interpolation tables or curve fits (e.g. for air thermal conditions:
by Srinivasan (19]). V -. =0, V, = 0, T T or T = 0

In turbulent flow the problem of closures is much more a.
complicated than for laminar flow. Generally all turbu- In rarefied flow and in non-equilibrium flow the formu-
lent flow simulations suffer from a lack of correct physical lation of wall conditions is much more complicated and

modelling. The complexity of describing turbulent flows requires additional assumptions and experimental sup-
is still larger for hypersonic flows due to the effects of port.
compressibility, threedimensionality, and nonequilibrium The inftow and outflow boundary conditions
mixtures. Therefore the discussion of turbulence mod- are less unique, since they depend strongly on the flow
elling is the topic of a separate lecture. problem considered. The number of the boundary condi-

The common attempt to solve the Navier-Stokes equa- tions (conditions from outside) and of the compatibility
tions is based on time-averaging of the variables, which conditions (conditions from the interior integration do-
results in the Reynolds-averaged Navier-Stokes equa- main) can be derived from the differential problem. For
tions. Additional closure relations have to be found the complete Navier-Stokes equation such conditions are
between the averaged fluctuating quantities (Reynolds discussed e.g. by Dutt (22] and Nordstr6m [23].
stresses), and the mean values of the conservative vari- For the Thin Layer Approximation additional boundary
able@. conditions due to viscous terms are not required since
An usual formulation of the turbulent strews terms is the these terms normal to the outflow plane usually are ne-
eddy viscosity concept, which models these terms simi- glected. In this case the number of conditions at a bbund-
lar to the laminar case as an eddy viscosity (turbulent ary can be deduced from the inviscid, hyperbolic flow by
viscosity) multiplied by the velocity gradient. Defining counting the in-going and out-going characteristics nor-
an effective viscosity, 0.t1 - pe,, + jstr6, the Reynolds- mal to the boundary. However which quantities are pre-
averaged Navier-Stokes equations can be written in the scribed or updated from the interior, is the matter of the
same form as for the laminar flow. Thus the mathemati- Row problem to be solved and of the information to be
cal structure of equations is retained, and the numerical available. In many cases the boundary information on
methods of solution do not differ essentially for laminar the flow are not complete, since the boundaries cut an
and turbulent flow, beside of the strongly nonlinear traus. unknown, often vortical flow field. Then reasonable con-
port coefficients and the additional closure relations. ditions have to be deduced from the physical problem.
Closure relations can be achieved by additional transport Different assumptions can be made at the boundary, like
equations, like the k - e model, or by algebraic relations, nearly inviscid flow (characteristic updating of the condi-
like the mixing length assumption. All of these assump- tions) and boundary layer-like flow (parabolic behaviour
tions need parameters to be adapted empirically to the in space, extrapolation from the interior).
specia flow problem. The most of these models are suited
for boundary layer-like flows with small separation zones

only (which motivates the use of the Thin Layer approx- 3 Computational techniques
imation).
In Navier-Stokes computations an additional difficulty The complete Navier-Stokes equations form a system of
arises from the evaluation of the boundary layer thick- quasi-linear partial differential equations of parabolic-
new, necessary for the scaling of the models. Therefore hyperbolic type in the time-space plane, and of elliptic-
special turbulence models were derived for the require- hyperbolic type in the space (steady-state). These differ-
ments of Navier-Stokes solutions. At present two widely ent types demonstrate the complexity of the solutions.
used models are the two-layer algebraic model by Bald- However the main problems in numerical solutions arise
win and Lomax (20] and the k - e model. Details can essentially from the many disparate length scales and
be found in the related literature, a review of turbulence time scales, which are characteristic for the different
closures in Navier-Stokes solutions is given e.g. in (21]. physical phenomena. Typical length scales are for exam-

An additional, and essential problem arises from the pie the body length L, the boundary layer thickness b -

prediction of the transition from laminar to turbulent L/%(Ri , the viscous thickness of a shock wave 6. ,- L/Re,
flows. This problem is much more uncovered than the and the scaling of turbulent eddies 6 , Lv- - . These
turbulent closures, and requires further investigations in scalings differ by orders of magnitude in ordinary flows.
particular for compressible high-speed flow. Since not all of them can be resolved the unresolved scal-

ings must be modeled, either by physical closures (e.g.

2.4 Boundary conditions turbulence) or by numerical means (e.g. shock capturing

schemes), otherwise the accuracy and convergence of a

The boundary conditions define the specific problem to numerical solution is impaired.
be considered. Therefore they are an essential part of For the most of external and internal flows of technical
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interest the two most important flow regions are the vis- The most important requirements to the grid arrange-

cons layers with 6b - L/I/Re, and the nearly inviscid ment are accurate representation of geometrical bound-

flow with scaling of order of L. aries, clustering of grid points in regions of strong

The viscous layers (boundary layers, wakes) are char- changes, smooth distribution of step sizes and orthog-

acterized by a small extension 6a, normal to the main onality and regular grids without mesh singularities.

flow. Within these layers the Euler and viscous terms In general the requirements cannot be sufficiently satis-

are nearly balanced . Thus the solution becomes contin- fled at all, therefore compromises must be made. This

uous, but shows large gradients and a strong curvature fact is reflected in the variety of different mesh concepts.

of the variables. This fact can lead to severe problems of Concerning the structure of meshes one can distinguish

accuracy of the numerical method if these layers are not between structured and unstructured grids. In principle

resolved sufficiently well. the both concepts show contrary properties, the advan-

In the nearly inviscid regions the Euler terms are domi- tage of one often corresponds to the drawbacks of the

nating and the properties of the solution correspond es- other, and vice versa. Both grid concepts are used for

sentially to that of the hyperbolic Euler equations. Thus CFD, but at present with a majority for structured grids.

continuous and discontinuous solutions can appear, as In structured meshes the grid points are in a certain order

well. and the mesh can be mapped in a rectangular computa-

Although viscous solutions are continous in principle, dis- tional domain. This allows the application of nearly all

continuous solutions appear numerically, since in general 2 f the discretization schemes and the efficient use of im-

the viscous structure of a shock wave with the much plicit methods. Vectorization and parallization becomes

smaller scale length is not resolved. Therefore the cap- easier. Essential drawbacks are mesh singularities, which

turing of the discontinuous solutions requires the use of can arise, and the difficulties for grid adaption, in partic-

the conservative form of the Navier-Stokes equations and ular for grid point enrichment and depletion.

the use an Euler solver with good shock capturing prop- Unstructured grids consist of an unordered arrangement

erties. of grid cells, thus each cell needs additional informa-

Thus the Navier-Stokes solution includes all the numer- n about its connection to neighbouring cells. The es-

ical problems of a Euler solution, and much care has to sential advantages are the better geometrical flexibility

be taken to avoid undesired interactions between the nu- and the capability of enrichment and depletion of grid

merical dissipation of the Euler solver, and the physical points, where necessary. But unstructered meshes show

dissipation from the viscous terms in the Navier-Stokes drawbacks where structured grids have their advantages.

equations. Unstructured grids are mainly used with finite-element

methods, but also finite-volume methods can be adapted

The numerical solution of the conservation equations is to complex unstructured grids e.g. [25], (26].

based on a discrete approximation of the equations and Grid adaption enables optimization of the grid during

their initial and boundary conditions, as well. The aim of and by the solution. In principle an optimal mesh would

the numerical solution is to achieve an approximative so- require the solution a priori. The adaption needs a cri-
lution, which converges with decreasing step sizes to the teria for which the grid points should be concentrated.
analytical solution of the differential problem. The proof Such criteria can be estimations of the truncation error

of the convergence for the nonlinear initial-boundary of the discrete equations, or can be measures of physical
value problems is rather difficult. Therefore in the most flow gradients. Major techniques for adaption are the

cases convergence is assumed, if the equivalence state- grid redistribution and grid enrichment.

ment by P. Lax [24] is satisfied for a linearized version of Grid redistribution is usually based on a fixed number of

the scheme. This proof, valid for initial value problems, grid points, which are rearranged during the solution by

requires numerical stability and consistency as necessary applying an adaptivity criteria. Problems can arise from

and sufficient, conditions for convergence. Both require- cells becoming too distorted. This technique is mainly
ments are fundamental for the development of converging applied to structured grids, e.g. [27], but can also be

methods. used in unstructured grids.

The development of methods of solution for conserva- Grid enrichment techniques are well suited for unstruc-
tion equations can be divided in different steps. These tured meshes. The grid points can locally be added to
steps are the grid generation and arrangement, the con- increase the numerical accuracy, e.g. [28], [29).
servative formulation in the discrete space, the spatial The brief discussion of grid generation has shown the va-

discretization of the fluxes and boundary conditions, the riety of different techniques. More informations can be

time discretiation, and the solution of the resulting sys- found in review papers, e.g. by Thompson et al. [30]
tern of algebraic equations. and by Weatherill [31), and e.g. in the proceedings of the

In the following sections a brief summary of basic numer- Grid Generation Conferences in Landshut (1986), Miami
ical approaches will be given and examples for methods (1988) and the next in Barcelona (June 1991).
of solution will be presented.

3.2 Conservative discretization
3.1 Grid generation The numerical solution requires the preservation of the

The numerical grid arrangement predefines the quality conservation properties in the discrete space. The con-

of the solution with respect to the geometry, the physics servation equations are applied to a finite control volume

and numerical accuracy and stability. The generation of (element), which is defined around or between the grid

numerical grids can take a large part of total effort for a points. The numerical techniques for a conservative spa-

numerical solution. This effort is growing with increasing tial discretization differ essentially in the arrangements

geometrical and physical complexity. of the control volume and in the discretization approach.
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3.2.1 Arrangements of cbntrol volumes well.

Arrangements of the finite control volumes in a given grid The "Finite-Difference" approach, based on the diver-
can be defined in different ways. gence form, Eq. (2), is sligthly more expensive in their

evolution, since first the differential equations have to be
transformed to the curvilinear coordinate system and af-
terwards the equations are discretized in the transformed
plane. The advantage of this approach is given for the
more complex terms like the viscous terms in the full
Navier-Stokes equations. For the 2-D example the trans-
formed equations in a curvilinear coordinate system (f, 17)

, •g~j~ ,aread:

&,+ (13)

Fig. 1 Arrangements of the control volumes, with Q = QJ and and F = Y - Gzn. Here J is the
metric Jacobian, which can be interpreted as the volume,

Commonly used arrangements are the "node-centered" , and zq, etc. are parts of the surface normal vector. The
the "cell-centered" , and the "cel-vertex" arrangements, details can be found elsewhere. After the discretisation in
which are sketched in Fig. 1. For node-centered and cell- the transformed plane with the corresponding (properly
vertex schemes the variables and the geometry are de- discretized) metric formulations, the resulting discretized
fined on the same grid point, for cell-centered schemes the equations agree with discretization derived by the "Finite
variables are defined in the center of the cell. These ar- Volume" method.
rangements of control volumes can be extented straight- In the "Finite Element" approach, the domain (I is sub-
forward to triangulated, unstructured grids as e.g. in divided into finite elements and the solution vector Q
[32]. is interpolated using (linear) shape functions. With a
In a Cartesian grid these arrangements show nearly the weighted residual statement and by use of the Gauss the-
same accuracy, but for a curvilinear grid different trun- orem the conservation equation can be cast in an approx-
cation errors can result. For example using a central imate form, e.g. as in [35], (261.
scheme it could be shown that for a skewed grid the er-
ror from the "cell-centered" arrangement is larger than M,,. A F, 0JV dfl- F ndr (14)
that for the "cell-vertex" arrangement [33]. Also the A F zi (
node-centered scheme shows a better truncation error for n r
highly skewed meshes, [34]. with the finite element matrix Mh,. For further details
Near a boundary the different grid arrangements require see the related literature. A bibliography on Finite Ele-
a different numerical treatment of the boundary condi- ments and supercomputing is given by WVhite and Abel
tions, which can be important for the spatial accuracy in [36].
particular near geometrical discontinuities, like the trail-
ing edge [34]. Inspecting the three formulations in more detail, it can
Although the truncation error analysis has shown differ- be seen, that the Finite Element formulations for conser-
ent behaviour for the different arrangements of control vation laws aggree exactly or approximately with those
volumes, sufficient accurate results were achieved with all from the Finite Volume or Finite Difference discretiza-
of them. The influence of the grid arrangement in combi- tions, see e.g. [26]. It means the different ways of con-
nation with the numerical discretization is very complex, servative discretization result in equivalent formulations.
therefore no general recommendation can be given for the Remarkable differences for spatial discretization can oc-
choice of any arrangement. cur by different arrangements of the control volume, by

the different numerical flux formulations, and by the dif-
3.2.2 Conservative approaches ferent updating of the cell-interface fluxes.

Conservative discretization of the governing equations
can be achieved by using the integral form, and diver- 3.3 Numerical flux formulation
gence form, as well. In the literature different discretiza-
tion techniques are applied. The discretization of the conservation equations for a

The "Finite-Volume" approach makes use of the integral small control volume results in a system of difference

form, Eq. (1). The surface integral is approximated by equations for the rate of change of the variables balanced

the sum over all faces of the control volume. In. a simpli- by the normal fluxes over the cell interfaces. The vari-

fled form the discrete form reads in 2-D: ables used in the time derivatives usually are volume-
averaged values, whereas the fluxes in the steady-state

4Q operator need cell interface values.
Vol + t-(FAV - G~z) = 0 (12) For sake of simplicity the I-D conservation equations will

k.1 be used in the following discussion. In a common conser-

Herein Q is the volume-averaged value, (F~y-Giz) are vative difference form, they read for a grid point "i":
the normal fluxes summed up over the single cell inter- -
faces. The advantage of the "Finite-Volume" approach is + - (15)
the direct application to the physical (x,y) space, and the At 4z +7
easy interpretation in curvilinear meshes. This approach Herein 4Q/4t is the discretized time derivative, de-
can be used for structured and unstructured meshes, as fined later, and FP 1 /2 and S,* 112 are the numerical flux
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functions for the corresponding inviscid. and the viscous Osher. Chakravarthy [44], Steger and Warming [45], and
fluxes at the cell interfaces, many others.

The derivation of the approximate Rieman solvers starts

3.3.1 Viscous fluxes from the I-D conservative form

The viscous fluxes are usually updated by means of cen- Qs + F. = 0 (17)

tra differences O(Az 2 ), which corresponds to the elliptic The characteristic form of the Euler equations is derived
nature of the viscous effects.. Then a viscous term of the by diagonalization of the flux Jacobian A - which re-
form S = isit may be written as suits in an uncoupled system of characteristic~uler equa-

tions. These equations describe the information trans-
S,+112 = I,+1/2 - (16) port along the characteristic directions.

Cross derivatives can be treated in a similar way. W. + A W1 = 0 (18)

The diagonal matrix A - diag(A ) = T-AT is formed
3.3.2 Formulation of the inviscid fluxes with the eigenvalues A, = (u, u ± a). The relation be-

The numerical formulation of the inviscid fluxes has a tween the conservative variables Q and the characteristicThe umeica fomultio of he nvidd luxs hs a v ariables W is given by the eigenvector matrix T, i.e.
great influence on the properties of the solution method, il. dW = dQ.

since they contain the essential information of wave F s o f .
For subsonic flow, i.e. -a < u < a, the eigenvalue ma-

spreading. These terms are strongly nonlinear and are trix A can be split in a positive and a negative part, i.e.
mathematically more difficult than the viscous terms.
Therefore the most of schemes for the Navier-Stokes
equations differ by the formulation of the inviscid flux We + A+ W. + A- W1 = 0 (19)
terms (Euler solver).
The numerical formulation can be divided in two parts, in An upwind difference formulation of this equation for the
the evolution of the numerical flux function at cell faces, ';ll,i with the faces ± 1/2 is:
which should be a consistent approximation of the phys- AW A+

ical fluxes, and in the projection of the volume-averaged + + (W . 1 /2 - W,- 1/2)

variables to the cell faces for updating the fluxes.

In the "projection- evolution" approach, sometimes A- = 0 (20)
called "MUSCL" approach, van Leer [37]), the basic vai- + Z- (W
able@, e.g. Q are extrapolated from both sides to the cell Herein Wk are the backward or forward interpolated
interface. With these values a common numerical flux variables according to the sign of the eigenvalues. In the
formulation is formulated. simplest (first order accurate) cas they are W =
In the "evolution-projection" approach, "non-MUSCL" .+an

approach, the flux functions are formed on the grid W4 and V1/2 = W.+1.The desired conservative difference form can be con-
points, where the variables are stored, thereafter the Trdeted foterat ertc form ban a co-

fluxes are projected to the cell interface. This approach is c ed cotan characteristic fied Thissacied by

used e.g. for the "cell-vertex" schemes or in the modified ally constant characteristic field. This is achieved by
fluxappoach[38. Aso mxedform ofbot maybe os. multiplying the characteristic system, Eq. (20) with the

flux approach (38]. Also mixed forms of both may be pos- eigenvector matrix T, which results in a conservative
sible. The numerical flux functions become different for form:
the two approaches, in particular for higher order accu- AQ I I
rate schemes. However which of the both approaches are At . i F= 0 (21)

to prefer cannot be decided uniquely, discussions about where Pti 2 is the numerical flux function, which in-
that are made e.g. by Yee [39]. cludes the characteristic information.

The evolution of numerical fluxes can be considered Using different splitting of the characteristic system, dif-
as the solution of a Rieman problem at the cell inter- ferent updating of the cell interface values, and different
face. Within each cell there exists an averaged value of approximate, conservative back transformation many of
the conservative variables. The values at the interface the different numerical flux functions can be derived from
to the neighbouring cell result in a jump when they are this formulation.
extrapolated from the left and the right cell-averaged val-
ues. According to the theory of the nonlinear hyperbolic In the following some typical approaches for approximate
Euler equations this jump of the values generates a local Rieman solvers will be discussed briefly.
Rieman problem, whereby information is transported for-
ward and backward by the different gasdynamical waves Flux-vector splitting methods can be derived by a
and shocks. The solution of the local, exact Rieman prob- direct application of the conservative back transforma-
lem results in Euler solvers of the Godunow-type [40],[411, tion to Eq. (20) and defining A± = TA±T - , and
which describe very accurately the wave phenomena, but F* = A* Q. Then the split numerical flux results in
these methods are very expensive. If the jump at the in-
terface is considered to be weak, the Rieman problem can ,+1 /2 = F+(Q+ 1 1 2 ) + F-(Q+11 2) (22)
be solved approximately using the characteristic solution
of the Euler equations. A large number of numerical flux The flux conservation requires that F = F+ + F-. The
formulations, called approximate Rieman solvers can be values Q* are the cell face values extrapolated from left
derived with this assumption. Widely used approximate and right. In the literature there are different formula-
Rieman solvers are the schemes of van Leer (42], Roe [43], tions for flux-vector splitting.



1-9

The flux-vector splitting by Steger, Worming (45] are used as Q* Qi and Q- Q., Higher

uses the eigenvalue splitting A* = 1/2 (A ± JAI). Then order accuracy is required for upwin schemes when ap-
the numerical fluxes are defined by: plied to practical computations. Two widely used ways

for extensions to higher order accuracy shall be men-
=j+1/2 = T(A + + A-)T - 1 Q tioned here, which are the MUSCL extrapolation by van

Leer[37]), and the modified flux approach by Harten (38].
= (A + + A-)Q = F + + F- (23) In the MUSCL approach by van Leer[37), the variables

This split flux results in a discontinuous numerical eigen- ; " are extrapolated higher order accurate to the cell
value whenever the corresponding physical eigenvalue interface and then substituted in the numerical flux for-
vanishes, van Leer et al. (46]. Therefore it causes a finite mulation. The MUSCL extrapolation is based on a gen-
dissipation for steady waves, favourable for strong shocks, eral polynomial for the forward Q,+/ 1, and backward
but too dissipative for viscous computations. This prop- extrapolated values Qi+1/2, which can be written as:
erty is utilized for a robust hypersonic code by Eberle et
al. (47] using a blended formulation of Steger Warming +Q+1 /2 = Q,+ 1/4 jpj ((I + P)A+Q+ (I - #)AxQ), (26)
fluxes and the characteristic flux approach. Furtheron
the eigenvalues of Steger Warming fluxes change discon- Q+_t 2 = - 1/4 o ((1 +K)AQ+(1 -)A+Q),+
tinuously near the sonic point, which reduces the rate of
convergence, as found in test calculations. with A+Q, = Q,+l - Q, and A-Q, = Qi - Q.-i.

The flux-vector splitting by van Leer [41 Herein p is a limiter function, and x is the discretization

avoids the latter drawback of the Steger, Warming fluxes factor. For p = 0 it yields a first order upwind scheme

by defining the split fluxes as polynomials of the Mach O(4z), with p = 1 the scheme becomes higher order ac-
number, such that they are smooth near the sonic point, curate, at least second order. In more detail the scheme is

Since one eigenvalue vanishes over a steady shock, i then central O(Az) with x = I, upwind-biased O(Az 3 )
representation becomes very sharp. Furtheron this split- with K = 1/3, upwind-biased Q(Az2) with i = 0, ad
ting if applied in implicit schemes results in very efficient, fully upwind O(Ax2) with x = -1.

diagonal-dominant solution methods, e.g. Thomas and The limiter functions jo are elements of the numerical

Walters (48], Schr6der and Hinel (491. However also this flux, which limit the higher order extrapolation to sup-

splitting formulation shows a remaining splitting error press numerical oscillations. In the present definition

for steady tangential discontinuities. This drawback in- they vary between 0 and 1, controlled by the solution it-

fluences strongly the accuracy in viscous layers, as shown self. Such limiter functions can be constructed from the

by Hiuel,Schwane (501. Therefore a number of modifica- theory of almost monotonic solutions (TVD-theory) and

tions was developed and reported e.g. by van Leer [51] applied approximately to hyperbolic systems in multi-

and by Hinel,Schwane [50]. Using these modifications dimensions.

the accuracy in viscous flows could essentially increased, A large number of limiter formulations can be found in

as shown by Hinel et al. [50], [52]. the literature, e.g. the Albada limiter (53], the van Leer
limiter (3T], or the minmod limiter(54]. Comparisons of

The flux-difterence splitting method, Roe (431, different limiters are given e.g. by Sweby (55] or by Yee

can be derived from Eq. (20) by using the eigenvalue [39].

splitting A* --- (A - IAI). Rearranging Eq. (20) for A Common to all of these limiter formulations is their reac-

and JAI and applying the conservative back transforma- tion on the changes of the local gradient of the variables,

tion, the numerical flux component P,4112 of the flux- expressed by a function wo = wo,(A4+Q, A-Q,,.. .). The

difference splitting results in: general behaviour of the limiters is given by I - P -
IQ1./Q1,, which can be shown by expanding the differ-

P4,1 /2 = !(F(Q, 1 / 2 ) + F(Q4 1 1p)) ences in the limiter function. Thus in regions of weak
2 ichanges of Q the limiter remains nearly one, but for

+ ~~I~ T -t (Q,,t - Q74 2) (24) strong changes the value decreases, the scheme reduces
2 s+the accuracy, and stronger numerical dissipation is gen-

The matrices T and A are evaluated with Roe averaged erated.

values Q for the cell interface, which shows an improved The MUSCL extrapolation can be applied to flux-vector

shock representation. splitting as well to flux-difference splitting, if they are

The eigenvalues are correct represented by this scheme, expressed by the left/right values Q*•
even if one eigenvalue vanishes in A. Just this violates The modified-flux approach by Harten (38],

the entropy condition in form of expansion shocks and modified by Yee (39], is used to increase the accuracy
reduces the robustness of schemes. Following Iarten of the flux-difference splitting schemes. The first order
[38] the eigenvalues are bounded by a so called entropy flux-difference splitting, Eq. (24) with Q++1/2 = Q' and

correction 6, which is a small number of order of O(10- '), Qv+./1  = Q.+ consts of a central flux term of O(Az 2 )
scaled by a typical velocity, this correction can be used and a first order upwind term. To compensate the first

in different forms, e.g. as in [52]: order term an additional term is added to Eq. (24),

such that 'he scheme becomes second order accurate in

6smooth regions. Near extrema (shocks) the additional
= I- + (262 (25) flux vanishes, which retaines the first order upwind term

for capturing the shock. The flux difference splitting for

Extension to higher order accuracy the modified flux approach is usually written in the form:

The flux-vector and flux-difference splitting schemes are 1 (
first order accurate, if the direct left and right values Q* = (F.+ + F,) +1;TPi..a 2 (27)



The second term corresponds to the modified Roes up- [52].
wind term in Eq. (24), T is the eigenvector matrix and
, contuns cell face differences of the characteristic van- Multi-dimensional Rieman solvers should be men-
ables controlled by flux limiters. Examples for this flux tioned here as an important new tendency for Euler
splitting are e.g. the "symmetric" and "upwind" TVD solvers. Whereas the approximate Rieman solvers, as
schemes of Yee and Harten. A detailled report about the discussed above, are derived from a one-dimensional Rie-
different formulations is given by Yee in [39]. man problem, the multi-dimensional Rieman solvers take

into account multi-dimensional wave propagation and re-
The central schemes can be considered as a special move the drawback of mesh dependence of the usually
class of approximate Rieman solvers. Then the character- one-dimensional Rieman solver. Examples and analysis
istic range of influence is equally weighted, independently of multi-dimensional Rieman solvers with further refer-
of the Mach number by assuming A+ = A- = A/2. The ences are given e.g. by Deconinck [65], by Powell, van
numerical flux at the cell interface results in: Leer [66], Rumsey, van Leer, Roe (67].

- I

2= (F,+. + F,) (28) 3.4 Methods of Solution
The central formulation includes the correct eigenvalues In general time-dependent Navier-Stokes equations are
of the flux Jacobian A, and the spatial discretization er- -used for solutions of unsteady, and stationary flow prob-
ror is of second order. However since this numerical ap- lems, as well. The advantage of using the time-dependent
proach ignores the characteristic range of influence, the equations for steady-state computations is that the
numerical solution shows a poor shock capturing capa- initial-boundary value problem remains parabolic or hy-
bility. Furtheron the central formulation does not in-
clude dissipative parts (even derivatives) thus any high- perbolic in the time-space plane, independent from the
frequency error components of the solution can not be Mch number range. Therefore one and the same numei-damp d. here ore artiicil d mpin te ms fr hgh- cal m ethod can cover a broad range of applications. Thus
damped. Therefore artificial damping terms for high- -file-methods of solution for the time-dependent equations
frequency damping and shock capturing are added [56]. correspond in principle to the methods of integration in
In general, the damping formulations consist of a linear time. These methods can be classified by their different
fourth order term )' and of a nonlinear term P). Then properties.
the numerical flux reads: The time integration can either be based on explicit

21 + + /2 - 2) /2 (29) methods or on implicit methods
2 F) + +1  The explicit methods have the simpler algorithms, only

the steady-state operator has to be evaluated from the
The high frequency damping term d ) , ncessary to known initial state, the new state can be computed de-
smooth errors of short wave lengths, (e.g. round-off et- coupled for each grid point. The explicit methods are
rots) has the form: well suited for structured, and unstructured grids, as

well. Vectorization and parallelization of the algorithm
-) Li (e( ) z 4 

. Qfzz (30) is much simpler. However the numerical time step of an

explicit method is restricted by the numerical stability,
where e( 4) is a user specified constant. depending on the space step divided by the fastest gas-
The shock capturing term d ) has to suppress oscillations dynamical wave speed, and in viscous flows on the cell
from the nonlinear terms in particular for shocks. Reynolds number. For this reason the explicit schemes

2 =become inefficient for stiff equations, when very different
d 2 ) - _e(2)AX Ar . Q, (31) scalings have to be resolved.

The implicit schemes have the advantage of being unre-
The damping is controlled by the nonlinear coefficient stricted stable, or at least allow a much larger time step
C(2), which is proportional to a constant, multiplied by than an explicit scheme. But the computational work
the normalized second derivative of the pressure. In per time step is much higher due to the inversion of large
smooth regions of pressure the term becomes very small, solution matrices.- The recursive structure of the inver-
but it is of O(Ar) in regions of strongly varying pressure. sion algorithms is a handicap for vectorization and par-
Refinements were given by various authors, e.g. by Elia- alleization of implicit methods. But nowadays implicit
son, Rizzi (57] for applications to hypersonic flows, for- methods can be vectorized in the same high degree as for
mulations and further references for damping terms in explicit schemes with appropriate algorithms, improved
viscous flows can be found e.g. in [58], [59]. compilers and sufficient computer storage.

Time integration methods can also be divided in classes
The preceding consideration of different Euler solvers of schemes, which are combinirg space and time inte-
covers only a small part of existing methods, which are gration, and such where space and time integration is
in their details so manifold as the authors are. Therefore independent.
critical studies and comparison of the different flux for- In schemes combining space and time integration an ad-
mulations are necessary, in particular for application to ditional term is added to the spatial discretization for
viscous flows. Many information can be found in Yee's increasing the temporal accuracy and stabilizing the
paper [39]. Analysis of different flux algorithms were car- scheme. Due to this term these schemes yield steady-
ried out e.g. by Grossman and Walters [60], by Mon- state solutions that depend on the time step. To this
tagne, Yee and Vinokur [61] and by Kroll et al. [62). class of schemes belong the Lax-Wendroff type schemes.
The behaviour in viscous solutions were studied e.g. by Most popular is the predictor- corrector scheme of Mc-
van Leer et al. [46] and Hine et al. in [63], [50], [641, Cormack (68], which was applied e.g. to complex hyper-
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sonic flow by Shang and Scher [69]. The fluxes F, ., etc., are the numerical fluxes, upwind or

Scheme, of independent space and time integration are centrally discretized, and the difference operators 6, 6,
the mostly used types of schemes at present. The ma- mean:
jor advantage is that the steady-state solutions become f,+ - f. J' - A
independently of the solution method and thus efficient = ' 64 -

convergence-accelerating means can be used for steady- An

state calculations. Typical members of this clan are the Linear multistep methods for the discretized conserva-
explicit Runge-Kutta type methods and the many im- tion equations were investigated by Beam and Warming
plicit schemes based on corrector formulations. [70]. Practical applications are restricted usually to im-
Another classification of solution methods can be made plicit one- and two- step methods. A general method of
for time accurate schemes and such methods for steady- solution, based on two time levels, may be written as:
state state solutions only.
Tme-dependent flow problems require a discretization + - + 0) - Re
which is consistent and stable in time and space. Ad- At
ditional care has to be taken for the temporal accuracy,
which is influenced by the discretization errors in time + e. Res(Q) " +1 = 0 (35)

and space, as well. For time-accurate computations the For e = 0 the scheme is explicit of O(At), with e = 1/2
explicit scheme results in a tolarable time advance, as the implicit Crank-Nicholson scheme, O(At 2 ), and with

long as only one time scale is present in the physical e = I the implicit Euler-backward scheme is achieved.
problem, e.g. the gasdynamical scaling in inviscid so-
lutions, just defining the stability restriction. The time 3.4.1 Implicit schemes
step becomes very small and the time accurate computa-
tion becomes expensive if additional smaller scale lengths The formulation of an implicit scheme requires time lin-
have to be resolved, like in viscous flows at high Reynolds earization of the unknown fluxes in Res(Q)+l. This
numbers or in stiff chemical rate equations. For this rea- yields:
son time accurate computations with an explicit scheme
may be still efficient for inviscid flows and viscous flows Res(Q)""1 = Res(&)" + At. Res(Q)' +""
at moderate Reynolds numbers, but for high Reynolds

numbrs some other ways, like implicit schemes or multi- -- Re Res(Q) n+  _ &) (36)

grid methods should be taken in consideration. -Res(Q)n + Q -Q) (6
For steadttate computations the transient solutions
have no meaning, as long as the steady-state solution will The time linearization of the components of Res(Q)" +

not be influenced by them. Therefore consistency and ac-. result in the implicit scheme:
curacy in time is not required, the method of solution (in [-L + reuti the + --i(6mplicit +&n

time) can be chosen e.g. for a optimal rate of conver- At Re
gence. This results in classes of pseudo time-dependent -Res(&O) (37)
methods which correspond to iteration schemes. Herein
different acceleration strategies for improving the conver- with AQ" = "' _Q,, and A, B, e, b are the Jacobian
gence can be applied, like e.g. Gauns-Seidel relaxation, of the corresponding fluxes F, 0, S and T.
Lower- Upper matrix decomposition, local time stepping The discrete steady-state operator on the right hand side
or the multigrid methods. (RHS) is usually discretized higher order accurate with
The methods of solutions and their variants are numer- a numerical flux formulation, as described before. Thus
ous, therefore in the following section only some of typ. the RHS determines the spatial accuracy of the solution.
ical methods of solution for the Navier-Stokes equations For time-accurate solutions, the implicit operator on the
will be discussed. For the discussion the two-dimensional left hand side (LHS) has to be developed consistently to
Navier-Stokes equations are considered. The treatment the RHS to achieve time accuracy. Then the LHS results
of the 3-D equations is analogous. The equations in con- in a penta-diagonal block matrix system for each direc-
servative form, written for a curvilinear coordinate sys- tion.
tern, let's say (J, q, t), read: For steady-state calculations, i.e. RHS - 0, consistency

1- + 1 ^in time is not required, and therefore the LHS can be

+( + 0 -- R), = 0 (32) manipulated to achieve faster convergence. To reduce
the computational work, and to increase the diagonal-

Details of the transformed equations can be found else- dominance of the solution matrix three point stencils are
where. With a conservative discretization in a way as used for the LHS. Thus only systems of tridiagonal block
described above the approximated Navier-Stokes equa- matrices have to be inverted. Such approximations can
tions (32) read: be achieved in upwind methods by using first order up-

winding for the LHS, partially with additional simplifica-
AQ + Res(Q) = 0 (33) tions (e.g. spectral radius instead of complete eigenvalues
At [71]). This idea is also applicable to central schemes as

where AQ/At is the discrete time derivative, and the shown e.g. in (71] or special damping terms are used

residual Res (&) corresponds to the discretized steady- there.

state operator: Even with such approximations for the LHS, the implicit

scheme, Eq. (37) requires the inversion of a large system

.- of difference equations. In general the direct inversion of
Res() -- 64( e - S) + ',(G - (34) the solution matrix for more than one dimension is too
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expensive, therefore in the most of cases the matrix is robustness for the ILU method could be stated at high
solved in simpler, approximate steps, using factorization Mach numbers.
or relaxation methods. Implicit relaxation methods
The Approximate Factorization method (AF) by Relaxation schemes based on classical relaxation meth-
Beam and Warming, [70], was the mostly used impicit ods for elliptic equations (Gauss-Seidel methods) I ecame
scheme in the seventies. The solution matrix is split in an alternate, very efficient way for implicit schemes.
one-dimensional operators, which are sequentely inverted since strong diagonal-dominant solution matrices could
by a Gauss elimination method. For the present exam- be achieved with the development of upwind schemes.
pIe, Eq. (37) with e = 0, the solution steps of the AF The relaxation schemes make use of an iterative proce-
method are: dure to solve either iteratively the steady-state equations.

I 1 A =or for the time-dependent equations an iterative proce-
I A -e dure is used for each time step. Time-accurate solutions
+ a & - can be achieved, if the iterative solution converges forS+ At 6,( - e ') A(n = ' (38) each time level. For steady-state solutions the time step

This method allows the inversion per time step in a non- is often used to increase the diagonal-dominance in the
iterative way, which is an interesting aspect for time- initial phase, later the time step is increased (to infinity)
accurate computations. with decreasing RHS (residual), see e.g. Schr6der, Hinel
The efficiency for steady-state solutions is restricted by 149].
the fact that the time step is limited to Courant numbers For the present example, Eq. (37), the iterative proce-
of 0(10) due to the factorization error in 2-D, and in 3-D dure from time level n to n+l reads
the method becomes even unstable. However with ap- I
propriate formulations of the implicit operator successful [_ + b ' + b" -p, C + 6" 5)]- A -
algorithm were achieved, e.g. the ARC codes by Pulliam
and Steger [72], the diagonalized AF method by Chausee (. - = -Res(Q") (40)
and Pulliam [73], and in the ADI mev.hod by Briley and
McDonald [74]. The factorization method is used e.g. where the superscript v is the iteration index and AQ'
Lombard et al. [75] for upwind schemes. Examples for -+l._ Q_ . The iteration of equation (40) is per-
the use AF- methods in unsteady viscous flows are given formed by either a collective point or line Gauss-Seidel
by Anderson et al. (76], by Davoudzadeh et al. [77] for relaxation in alternating directions. The iterative proce-
rotating stall, by Kandil and Chuang [78] for oscillating dure is stopped if mazIAQ '+ ' - A'i - c where e is a
delta wings, by Hosangadi et al. [79] for a forced com- small number. If the solution matrix is sufficiently well-
busting jet. In the latter paper the dual time approach, conditioned and diagonal-dominant the resulting solver
known from incompressible solutions, was employed ad- becomes very robust and efficiet for steady-state solu-
ditionally. tions since the time step is indeed unrestricted.

The use of relaxation methods has proved valuable inThe Lower-Upper factorization methods (LU) hypersonic flows, where robust behaviour of the meth-use a somewhat different idea. In these methods the un- osi eurd eut fhproi acltoswt
factored implicit operator is approximated by two factors re i e methods or prsene egcandler

L an Urepesetin a owerandan ppe tranglar relaxation-type methods are presented e.g. by Candler
mand U, representing a lower and an upper triangular and MacCormack [82], Lacor and Hirsch [83], Schwane
matrix, and by a diagonal matrix D. For the present and Hinel [50], Riedelbauch and Brenner [84].
example the scheme would read: An interesting aspect of the relaxation scheme is that the

(L D - U ) AQ = -Res(Q)" (39) iterative procedure per time step corresponds to a solu-
tion of a quasi-elliptic problem, which is challenging forHerein L contains all the unknowns at points (i - the application of the multigrid methods, e.g. as used byl~),i~),i,- 1), and U the values for (a + Schr~der, Hinel[49].

lJ), (,), (i,j i+ I), whereas D collects the values in
the point (,.). The triangular matrices can easily
be inverted and the system solved by forward and 3.4.2 Explicit Methods
backward sweeping over the integration domain. TheLU method requires strong diagonal-dominance, which Among the numero .us explicit methods for the solution of

LU mtho reuire stongdiagnaldomnanc, wich conservation equations, the Runge-Kutta time-stepping
can be achieved by first order upwinding on the LHS.
The 3-D Navier-Stokes equations and t]:e k-e turbulence schemes are most popular meriber of explicit schemes at
equations were solved by Yokota [80] with a diagonally present.
inverted LU factored implicit multigrid scheme. A nu- Runge-Kutta time-stepping schemes
merical study of chemically reacting flows using a LU Considering the equation (33) as a semi-discrete approx-
symmetric successive overrelaxation scheme was carried imation of the time-dependent Navier-Stokes equations.
out by Shuen and Yoon [81]. the time discretization can be carried out as a sequence
An application to hypersonic flow is presented by Rieger of intermediate steps in the sense of the classical Runge-
and Jameson in [71], where the RHS is centrally dis- Kutta method. At present, a version of the Runge-Kutta
cretized and the LHS is made diagonal-dominant by sim- method, as published by Jameson [85], is widely used for
ple upwinding and solved by incomplete LU decompo- solutions of the Euler and Navier-Stokes equations. This
sition ([LU). Numerical experiments of the author and version requires minimum computer storage, but can be
coworkers have shown a similar convergence behaviour extented only to second order accuracy in time. In the
of the .-'U method, used in [71], and of a 5-step Runge- original papers central differencing with artificial damp-
Kutta scheme with implicit residual smoothing, but more ing was used, but also upwind schemes are applicable.
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For a N-step Runge-Kutta method the scheme for equa- fully unstructured meshes shows an increasing tendency.
tion (33) reads Navier-Stokes computations on unstructured grids are

shown e.g. in [26], (93], (94], [95], [96] and many other
more. A large number of 2-D and 3-D hypersonic appli-
cations of finite-element methods for reacting and non-

A -reacting flows were presented by Periaux (97] and Mallet
Q( - Q-o) + AQ '' (41) [98], summarizing the works of INRIA and AMD-BA in

France.

For the solution of the Navier-Stokes equations on un-
Q,+i QN structured grids nearly all of the numerical flux ap-

In calculations 3, 4, or 5-step Runge-Kutta schemes are proaches were used as known in structured grids. Typical

employed, with a theoretical maximum Courant number approaches are central Runge-Kutta scheme with multi-

of N - I. The upwind scheme results in a slightly lower grid, e.g. Mavriplis [26], central two-step Lax-Wendroffof N- I Th upwnd chee reult ina slghty lwer scheme, e.g. [94], [96], Roe's flux-difference splitting, e.g.
Courant number but with a better high frequency damp- [99], van Leer's flux-vector splitting, e.g. [100], TVD Os-

ing, which is of advantage for the multigrid treatment. her scheme, e.g. [10], f- e oh

To accelerate the convergence to the steady-state solution her scheme, e.g. [1011, flux-corrected transport approach,
local time steps can be used which are dictated by the e.g. [95]. The methods of solution are explicit as well as
local stability limit and constant Courant number.The 1o. implicit schemes, details can be found in the related pa-

cal time stepping allows a faster signal propagation, and peri.
thusSummarizing one can say that methods on unstructuredthuscfaterconergtehn e igrids for the Navier-Stokes equations have a great poten-
A second acceleration technique is the implicit residual tial for geometrical complex flow problems and therefore,smoothing [85], for which with appropriate smoothing co- the number of applications will increase in the next fu-

efficients the CFL number can be increased by a factor tu e r
of two to three. ueThis is the reason why the author and coworkers have
A further, now wideley used acceleration technique, is started a research project on grid-adaptive methods
the multigrid method, as proposed by Jameson [85] for [102]. The aim of this project is the development of
the Runge-Kutta scheme. More details about multigrid meTh e a nd viroes equatin o
are given in a later section. methods for Euler and Navier-Stokes equations on un-
Aplicarteins a lte s etio. mstructured grids and comparison of the solutions, with
Applications of the Runge-Kutta method to the 3-D that achieved on structured grids. In a first step an adap-
Navier-Stokes equations are reported e.g. by Vatsa and tion method was developed, which enables grid point en-
' an [58], Cima a:;d Yokota [86], Radiespiel, Rossow richment, as well as adaptive cell orientation. Adaptive

and Swanson [59) on structured grids, and by Mavriplis cell orientation means turning of the cells in accordance
[26] on unstructured grids. Time-accurate calculations, with the local gradient. The adaptive cell orientation,
using the Runge-Kutta method are given e.g. by Meinke in addition to grid enrichment, has result in a remark-
and Hinel [87]. Refined formulations of different acceler- able improvement of capturing of shocks and slip lines.
ation strategies can be found in these papers. A demonstrative example is shown in Fig. 2 for a scram-

jet inlet model. The cells in the adapted shock regions
3.4.3 Methods on unstructured grids show a distinct orientation normal to the velocity gradi-
Finite Element as well Finite Volume methods on un- ent, which was achieved by a gradient-weighted exchange
structured triangulated grids enable geometrical flexibil- of the cell edges. First results in Navier-Stokes solutions
ity and adaptive meshing for a high degree. Such meth- using this adaption techniques are promising.
ods have proved valuable for solutions of the Euler equa-
tions in complex 2-D and 3-D flows. e.g. [28], [25], [88]. 3.4.4 Pressure-correction methods
The same concept applied to the compressible Navier-
Stokes equations for high Reynolds numbers has been Solution methods for the Navier-Stokes equations, based
not so far developed as for inviscid flows. The major rea- on a pressure correction, traditionally have been devel-
son is the presence of very different scalings in viscous oped from methods for incompressible flow. These meth-
flows. This has the consequences of higher grid resolu- ods use the pressure as a main variable. They are char-
tion, the directionality of gradients in viscous layers and acterized by the extraction of an equation for the pres-
the corresponding deformation of grid cells. Furtheron sure from the continuity equation. The change of density
the implementation of frequently used algebraic turbu- is then considered as a function of pressure, coupled by
lence models is more difficult than in structured grids. an equation of state. Many of the pressure-correction
About the latter item an approach can be found in [89]. methods are developed from the SIMPLE algorithmus
For these reasons attempts are made to combine struc- by Patankar and Spalding [5], [103]. Extension to com-
tured meshes in viscous zones with unstructured meshes pressible flow are presented e.g. by Issa and Lockwood
outside. Computations on such hybrid meshes are re- [104], Rhie [105], Karki and Patankar [106] and others.
portee e.g. in [90], [91]. Another approach is to use The most of these methods are based on staggered grids,
structi -d meshes in one direction normal to the wall, which avoid odd-even decoupling and therefore do not
where viscous terms are important, and in the other di- need artificial high-frequency damping. On the other
rections of a 3-D grid unstructured organization [92] is side, formulations of staggered grids become complicated
used. for general non-orthogonal grids.
Despite of the difficulties mentioned above (and because The main advantage of these methods is the applicability
of the advantages against structured meshes) the num- to incompressible or very low subsonic flows, where other
ber of computations for the Navier-Stokes equations on methods fail. However the spreading of acoustic waves,
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and the Rieman problems, respectively, are strongly ap- therefore well suited for the conservation equations.
- proximated due to the special treatment of the pressure, Consider a grid sequence Gk, k = . m with the step

which results in insufficient shock capturing properties sizes h, = 2hk+l etc. A finite difference approximation
at higher Mach numbers. Ideas for improving the shock L,,Q,. = 0 on the finest grid G,, may be represented
capturing capabilitiy of a pressure-correction method are after some solution (smoothing) steps by a modified dif-
reported and discussed by McGuirk and Page [107]. ference approximation on a coarser grid G,-j:

3.4.5 Multigrid methods Li-_Qk- = (42)

where r is the "fine to coarse defect correction" and ref-Multigrid methods are known to be very efficient meth- ered to as the "discretization error" in the following. It
ods for solving elliptic partial differential equations. The maintains the truncation error of the fine grid G, .n the
basic concepts of multigrid methods were formulated by coarser grids Gk - and is defined by
Brandt [108,109]. Encouraged by this success attempts
were made to take up the multigrid concept in solu- rk-s = ri' + L,_1(I' Qh) - II"-'(L.Qk) (43)
tion methods for time-dependent, parabolic or hyperbolic where I and 11 are restriction operators from grid Gk
problems. Here, of very great interest are the numerical to Ik.. which are applied to the variable Qro and the
solutions of the conservation equations, which require a difference approxim tion LkQi,, as well. These operators
large amount of computational work for practical prob-
lems. Thus, to reduce the computational work, a number ean be used as injectior or 7,il weighting operators.

of investigations was made to incorporate the snultigrid On the coarse grid Gk- equation (42) is solved and the

concept into existing methods of solution for the Euler- transfer (43) is repeated for the next coarser grid until the

and Navier-Stokes equations, as weld. coarsest grid is reached. After some solution steps on the

A first multigrid approach for explicit Euler solutions was coarsest grid the solution is interpolated back to the finer
published by Ni [110]. It was generalized and extended grids with some solution steps in between. According to
to Navier-Stokes equations by Chitna, Johnson [111]. the FAS scheme only the correction between the "old"
A different mltigrid concept was developed by Jame- 1+1grid solution Q and the "new" coarse grid solution
son and Baker [85] to accelerate the multi-stage Runge- Q,. is transfered to the fine grid e.g.:
Kutta scheme. This multigrid scheme has been used very Qnew +oid 1 k (44+1 = h+1 + I; + (Q A. k o, (44)
sucessfully for 2-D and 3-D Euler computations on struc-
tured and unstructured grids, e.g. [32], as well for Navier- Herein I4+' is the interpolation operator, where so far
Stokes solutions [112], [26]. only bilinear interpolation is used. The described multi-
Multigrid can also be combined with implicit Euler so- grid procedure corresponds to a typical cycle (V-cycle).
lutions, as done e.g. by Hemker [113], Mulder [114] and The boundary conditions on the coarser grid have to be
others. corrected in the same way, but also simplifications of the
Navier-Stokes applications can be found e.g. in the coarse grid boundary conditions, like frozen conditions,
paper of Shaw, Wesseling f 115], Thomas et al (76], were used in the literature.
Schr6der, Hinel [49],Hemker and Koren (116], [1171 Different formulations are possible for the restriction op.
Radespiel,Swanson [118], Jameson,Siclari [112], Vatsa erator (fine to coarse grid). The best way is to update
and Wedan [581, Abid and Vatsa [119], Radespiel, Rossow the coarse grid values by the values of the fine grid cells
and Swanson [59], Mavriplis [26], Yokota [80], Gerolymos that make up one coarse grid cell. This yields the full
[120], Meinke and Hinel [87]. The state of art for multi- weighting restriction, e.g. for the residual it is
grid is presented in special multigrid conferences, e.g. the Ilk

-

"Copper Mountain Conference on Multigrid Methods", II ' Resk Qk (45)
Copper Mountain, Colorado, and the "European Confer- fine cells
ence on Multigrid Method.., Bonn, Germany. where 0 is a weighting factor. The final formulation of

the restriction operators depends on the mesh arrange-
A common requirement for the application of multigrid ment and on the degree of approximation of the multigrid
formulations is the property of smoothing the high fre- scheme used.
quency error components by the scheme. This require- Multigrid for implicit schemes can be used to reduce
ment is satisfied in principle by the use of upwind schemes the large computational work of the matrix inversion each
or central schemes with controlled numerical damping time step of an implicit scheme, as given in Eq. (40).
Then the multigrid concept can be applied to implicit Schr6der, Hinel [49] have applied the FAS concept to
and explicit methods and for solutions of the Euler and
Navier-Stokes equations, as well. the iterative matrix inversion of an upwind relaxation

method, according to Eq. (40). By use of the upwindBrandt o1091 has developed a general strategy for the ac- discretization the scheme becomes sufficiently dissipative.celeration of nonlinear, iterative schemes, called Full Ap- Then the iterative procedure corresponds to a solutionproximation Storage concept (FAS). The FAS concept is of a discrete quasi-elliptic system, which guarantees an
the basis of many multigrid approaches. For example the efficient use of the multigrid method. On a coarser grid
relations between Ni's, Jameson's and the FAS concept G-1 the relaxation procedure, Eq. (40) is approximated
were studied by Chima et al. in [121]. This basic concept by Eq. (42)
shall be briefly explained in the following.

The Full Approximation Storage concept (FAS), LHSh_1 AQ'-I + Resk-, (Q.- 1 ) = r - (46)
as proposed by Brandt [109j, is a basic multigrid con- with the discretization error
cept for nearly all of the applications. This concept is
developed for the solution of nonlinear equations, and rT i = r," + LHSn-_i(Ik- 1 i AQ) + Res,_i-(Ik 'Qn)
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- [LHS AQ + ResQ (47) For computations of steady-state solutions, simplifica-
After some relaxation sweeps on everySrid level includ- tions of the multigrid procedure are allowed as long as
ing the coarsest one, the correction AQ,(not Qn+IP) is the steady-state solution is not impaired. Based on this
interpolated back to the finer grids according to Eq. (44), multigrid algorithm the influence of different multigrid
followed by one relaxation sweep on each grid to smooth parameters were studied in [117], [121] for steady solu-
the interpolation errors. The V-cycle is completed af- tions. Typical parameters are e.g. the high frequency
ter the finest grid is reached and in general the next time damping properties of the basic solver, the grid arrange-
step is carried out after one or two V-cycles. The method ment, the coarse correction, the coarse grid boundary
was applied to the 2-D Navier-Stokes equations in curvi- conditions, the multigrid cycle, the cell aspect ratio and
linear grids. Different viscous, subsonic and supersonic many other more.
flow problems were studied in (49]. The estimated gain The combination of multigrid and Runge-Kutta scheme
against single-grid methods was a factor between two and has become very popular for the solution of two- and
twenty, depending on the flow problem and on the mesh. three- dimensional conservation equations. Examples
Multigrid concepts for implicit Euler or Navier-Stokes for a wide range of applications are given by Rade-
solvers were used e.g. by Hemker [113], Mulder [114], spielSwanson [118], Jameson,Siclari (112], Vatsa and
[113],[114], Shaw, Wesseling (115], Thomas et al [76], Wedan (58], Abid and Vatsa (119], Radespiel, Rossow
Schr6der, Hinel (49J,Hemker and Koren [116] and oth- and Swanson (59], Mavriplis [26], Yokota (80], Geroly-
ers. moo [120] and others.

Time-accurate multigrid computations require the conse-Multi{grid for explicit schemes is employed dirctly quent FAS formulation of the coarse grid correction andon the time-dependent solution. The time advances also the boundary conditions. The present studies have shown
on the coarser grids. Applied to an explicit scheme the that multigrid methods can be used with advantage in
advantage of multigrid is twofold: first, computational highly unsteady flows, like e.g. for vortex shedding on a
time is saved because of the smaller number of grid points cylinder by Meinke and Hinel (87].
on the coarser grids and second, the time steps restricted Summarizing, the multigrid concept can be applied to
by the numerical stability can be chosen larger on the explicit and implicit solutions of conservation equations
coarser grids. This concept can likewise be used for im- with advantage. The gain of computation time by multi-
plicit methods. grid was found to be high in subsonic and transonic flows.
The principle for explicit method will be discussed briefly This gain is higher in Euler solutions, but still favourable
by means of the formulation of Meinke and Hinel in in Navier-Stokes computations for compressible flow. For
[117], [87]. Herein the FAS concept is applied to the the latter a factor of gain between two and ten was re-
explicit Runge-Kutta time-stepping method and used in ported by different researchers. One reason for that are
steady-state and in time-dependent solution of the 2-D the high aspect ratios of computational cells, if comput-
Navier-Stokes equations. In a similar manner the multi- ing Blows at high Reynolds number. Another handicap
grid method was successfully used e. g. by Jameson for multigrid methods can be stated in strongly super-
(85] for steady-state Euler calculations. In the studies sonic (hypersonic) flow, where the solution is hyperbolic
(117] the Runge-Kutta scheme was used with flux-vector in space, and therefore it is in contrast to the "elliptic"
splitting, and with node-centered and cell-vertex central multigrid concept. An example for using multigrid in hy-
schemes,personic flow was presented e.g. by Siclari,Jameson 12.
Employing the FAS-multigrid procedure, Eq. (42), to the
Runge-Kutta scheme, Eq. (41), an intermediate Runge-
Kutta step on a coarser grid reads:

QM M 4 On the accuracy of Navier-" -1=* -- Q 0_)t - -, At.-, (Res,-_, Q ._, - rA_ (8

The discretization error r between the fine grid "i" and Stokes solutions
the coarse grid "k - 1V can be split in a time correction Methods of solution for the Navier-Stokes equations are
and a space correction term: usually constructed by adding the viscous terms to a re-

4_= ( (r-),,, (49) liable and stable working Euler solver. In general this

combination results in efficient Navier-Stokes solvers, sta-The first part of the discretization error corrects the spa- ble even for high Reynolds numbers, and well suited for
tial accuracy on the coarser grid and is defined by: resolving the inviscid flow features. However the Euler

=- ). = Res . -es.(Q.) (50) solvers generate a certain amount of numerical dissipa-tion, necessary for stabilizing and smoothing the solution.
The second term preserves the time accuracy on the This dissipation is superposed on the physical dissipa-
coaer grids. Approximating the time derivative of Q tion in viscous layers, and can impair the solution there.
in the Runge-Kutta algorithm by AQ/At the term can Beside of the numerical dissipation, caused by the trun-
be written as: cation errors, other elements of the numerical solution,

(k_),.,, [I - 1 N f) - Q.(tA -at,))] like grid arrangement and numerical flux formulations,
_-- can play a similar role. These effects are summarized asAth_ 1  effects of discretization errors.

rQ,.(t)Q -Q (t4- 4'l The aim of this section is to discuss some of such effects
aJIt (51) in solutions of the Navier-Stokes equations. To do that,

I a study of the basic discretization schemes for the Euler
.where t" is the time when the grid level is changed. equations, and inherent sources of numerical dissipation

in central and high-resolution schemes is necessary. The
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consequences for solutions of the Navier-Stokes equations error in space is:
are considered for steady-state and unsteady solutions, aswell. = 2 )AZ I

_(e ) A Q - A 2 Q.6

C ( ) ax 3 QXZ + (52)4.1 Numerical dissipation in Euler so-
lutions Assuming the Courant number '. being O(1), then the

artificial damping terms (even derivatives) are of order
As stated before, the quality of a Navier-Stokes solu- O(Az), and O(Az 3 ), resp.. The terms with odd deriva-
tion is essentially influenced by the numerical dissipation tives correspond to dispersive errors caused by the central
caused by the Euler discretization. The Euler equations formulation.
are a nonlinear, hyperbolic system of partial differen- Upwind schemes e.g. flux-vector splitting or flux-
tial equationw. Two classes of solutions exist, the strong difference splitting, take the advantage of the hyperbolic
continuous solutions describing the non-dissipative wave properties in form of an approximated discrete Riemann
transport along characteristics, and the weak, discontinu- problem. In general they are used with higher order ac-
ous solutions, e.g. shocks. An efficient numerical method curate upwind discretization. Nearly oscillation-free so-
of solution should resolve both classes of solutions suffi- /utions and sharp shock representation is achieved using
ciently well. flux limiters, e.g. in the MUSCL extrapolation (26). The
Although the exact Euler solutions do not show dissi- limiter functions W are elements of the numerical flux.
pative behaviour, their numerical approximations always which limit the higher order extrapolation to suppress
show such effects. Discretizing the Euler equations, the numerical oscillations. Common to all of these limiter
resulting truncation error of the approximation consists formulations is that they react on the changes of the lo-
of even and odd higher order derivatives, which cause cal gradient of the variables. Thus in regions of weak
dissipative and dispersive errors in the numerical solu- ;cjanges the limiter remains nearly one, but for strong
tion. Particularly the dissipative parts act viscosity-like cnanges the value decreases, the scheme reduces the ac-
and cause smearing of the solution and artificial vorticity curacy, and stronger numerical dissipation is generated.
production. Therefore the aim of the numerical approx- This can be demonstrated by means of the spatial trunca-
imation should be to minimize the amount of numerical tion error, analogous to Eq. (52) by applying the extrap-
dissipation. olation (26) to the linear model equation Q, + Q. = 0.
On the other side a certain amount of numerical damping The truncation error for Q. yields:
is necessary to avoid the accumulation of randomly dis- - A ( 3 Ax 2
tributed small errors (e.g. round-off errors) during the ,= (1 -T Qz- - ( _
time or iteration progress. In general, these errors are 2
distribut-d with smallest resolvable wave length which 3

is in the order of the step sizes. Therefore damping -[3(i - -) (1- o--- . +... (53)
terms have to filter these error components. A widely
used approach for such high frequency damping terms is Similar truncation errors arise from the flux-difference
to use fourth order differences, which have a sufficient splitting concept and other approximate Rieman solvers.
filter effect and are small of 0 (Ax) in smooth solu-
tions. These high frequency damping terms are efficient The truncation errors for a linear model equation, e.g.
filters in smooth regions, but fail in regions of captured, Eq. (52) and (53) reveal common properties of the dif-
stronger discontinuities. Due to the strong changes over ferent numerical flux formulation. Each truncation error
a few grid points, stronger oscillations are generated e.g. consists essentially of three parts, a shock capturing term
near a shock by frequency amplification of the nonlinear - Ax Q,, a dispersive term - Ax 2 Q,.., and a high fre-
convection terms. To suppress these oscillations addi- quency filter term - Az3 QSZ1 .
tional shock capturing terms have to be implemented in The shock capturing term is controlled by a nonlinear
Euler solvers. Usually, such terms are based on second or- function, a pressure dependent term in central schemes or
der differences with a nonlinear viscosity-like coefficient, limiters in high resolution schemes. The nonlinear func-
which activates a strong dissipation within the "shock tion reduces the capturing term to at least second order
layer", but vanishes outside in smooth regions. accuracy in smooth regions, but generates first damp-
Both types of damping terms are essential parts of each ing near extrema (shocks). The latter effect results in
numerical flux formulation. These terms are either inter- a sharp, non-oscillating resolution of embedded shocks.
nally generated by the scheme, e.g. in upwind schemes In viscous layers, however, where strong changes are also
or must be added artificially as in central schemes. present, this term is also activated, since the algorithm
Centralschemes are widely used for approximating the cannot distinguish between the large gradients in shocks
Euler equations. However these differences do not result and in boundary layers. Thus the shock capturing term
in dissipative truncation errors, therefore artifical damp- can significantly impair the viscous solution.
ing terms have to be added. In general, the damping The high frequency filter term of accuracy O(Az s) is
formulations consist of a linear fourth order term d(")  fixed by an user specified constant in central schemes or
and of a nonlinear term d(2), as described in the previ- by the upwind formulation in high resolution schemes.
ous section. The effect of the damping terms becomes It filters the undesired high frequency error components.
evident, when considering the truncation error. Apply- but in viscous flows with small viscous scale lengths, it
ing the numerical formulation, Eq. (29), to the linear, can also suppress small-scale vortical structures. An ex-
hyperbolic model equation Qt + Q, = 0, the truncation ample for that is given later.
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4.2 Numerical influence in viscous so- phenomena by using local approximate Riemann-solvers.

lutions higher order upwinding, and TVD flux limiters. The dif-
ferent damping mechanisms are included in the numericalNavier-Stokes solvers are a combination of Euler solver flux formulation, and therefore they cannot be controlled

and viscous terms. But in contrast to inviscid flows, the directly by the user.
solutions of the Navier-Stokes equations contain very dif-
ferent characteristic scale lengths with corresponding dif- The numerical damping in Navier-Stokes solutions is
ferent types of solution. Typical are thin viscous layers mainly caused by the spatial discretization errors of the
with continuously, but strongly changing flow quantities, Euler terms, given by Eq. (52) and (53). The fourth
and large nearly inviscid flow portions with discontinu- order terms filter essentially the high frequency terms
ous solutions. Discontinuities arise from the fact, that and thus they supress the smallest physical scalings aris-
the very thin viscous shock structures are not resolved ing in viscous flows. This effect becomes apparently in
in general. Thus, the solution of the Navier-Stokes equa- highly unsteady flows as shown later. Generally it can
tions require good shock capturing properties of the Eu- be stated, the stronger the upwinding, even higher order,
ler solver and a high accuracy in viscous regions, as well. the stronger the dissipative effects.
These requirements are often contradictory, in particu- The second order terms act viscosity-like and reduce the
lar when inviscid and viscous terms are nearly balanced, nominal Reynolds number. These terms are mainly con-
The most of the Euler solvers work well for inviscid flow trolled by the flux limiters of the upwind schemes, there-
problems, mainly due to the implemented damping mech- fore theirs effects in viscous flows must be studied criti-
anisms. However these mechanisms usually cannot dis- cally.
tinguish between strong gradients in a captured shock
and in a boundary layer. Thus in viscous layers, where The flux limiters react upon the curvature by reduc-
strong changes of gradients occur, the numerical dissipa- ing the higher order terms, which leads in smooth regions
tion can become large and is superposed to the physical, to an undesired numerical dissipation. Their influence
viscous effects. This fact can impair essentially the c- on a scalar model problem and on Navier-Stokes solu-
curacy of the viscous solution. Therefore it is necessary tions for laminar boundary layers were studied e.g. in
to know the sources of damping in solvers, and to mini- [63. Concluding from these results, limiter formulations
mize their effects in viscous layers. Important sources of for computations of viscous flows should be less disp
numerical errors can be: ssipa-

tive, which means a weaker reaction on changes. This
- different upwinding (central to fully upwind) behaviour is reflected in particular in Navier-Stokes solu-

* limiter functions tions for laminar flows, whereas in turbulent shear layers
damping effects from upwinding and from limiters were

* artificial damping terms found to be less critical [52], because of the much stronger

* numerical flux formulations turbulent viscosity. Nevertheless the limiter can have sig-
nificant influence on the results for more complex turbu-numerical representation of eigenvalues lent flows, e.g. for transonic flows around airfoil. As an

* grid stretching and skewing example for that, Fig. 3 shows the pressure distribution

numerical boundary conditions, etc. for transonic flow over a RAE 2822 airfoil [52]. Both
results are achieved with a flux-difference scheme in the

In general all of these effects are interacting and thus same grid. The difference in both numerical results were
cannot be considered isolated. Therefore numerical ex- different limiters. In one case a more compressive (less
periments and comparisons with other results are useful dissipative) minmod-limiter (w = 2) was used, resulting
means to investigate the effects. In the following discus- in a lift and drag coefficient of ci = .814 and ci = .0184.
sion a number of results demonstrate the influence of dif- This test case was recomputed with the less compressive
ferent numerical Euler schemes on steady and unsteady Roe limiter (w = 1) and yields ci = .812 and cd = .0203,
viscous flow solutions, an increase of drag of more than 10% by changing the

limiter only. The increase of drag stems essentially from
Viscous steady-state solutions the suction peak near the leading edge, where the limiters

are activated differently by strong flow gradients. This
The accuracy of steady-state solutions is mainly gov- influences the pressure and thus indirectly the boundary
erned by the spatial discretization and their correspond- layer. This effect has found to be very crucial for the
ing discretization errors. Considering the classical central prediction of drag.
schemes, Eq. (29), with linear fourth order and nonlinear Upwinding and limiters belong to the projection step to
second order terms the investigations have shown a suf- update the cell interface values for the evolution of the
ficient spatial accuracy for the boundary layer solution, numerical fluxes.
The reason may be that the linear damping term can The formulation of the numerical Euler fluxes
be held small per external parameters, and the nonlinear has essential influence on the accuracy in viscous layers.
terms controlled by the curvature of the pressure, remain The Euler fluxes represent a composition of information
small in shear layers where the normal pressure changes transported along characteristics (eigenvalues of the flux
are small. However in boundary layers with strong ad- Jacobians) from different directions (signs). Numerically
verse pressure gradients the deviations become stronger the direction is expressed by left or right extrapolated
and require a careful analysis. variables. Depending on the decomposition (flux split-
More attention has to be paid for the high-resolution Eu- ting) the eigenvalues are not always correct represented
ler schemes within a Navier-Stokes solver. Such schemes by the numerical flux, in particular if they approach zero.
are very well suited for capturing gasdynamical wave The field of linear eigenvalus A = i plays a special role
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in viscous shear layers, which can be considered as weak the Blasius solution with the same tendency as for van
tangential discontinuities. The entropy and the tangen- Leer's flux-vector splitting in Fig. xxx. Concluding from
tial momentum is transported along the corresponding these results the entropy correction 6 for linear eigenval-
characteristics. If they are not correctly represented, ues should be minimized in viscous flows, in particular
then an artifical source flow is induced, which generates across the layers.
disspation-like effects. These effects of numerical fluxes, in particular the ap-

This was found to be an essential reason why proximate treatment of the eigenvalues, can be remark-
van Leer's flux-vector splitting becomes very dissipative able in the formulation of the no-slip conditions at a wall

in viscous layers, (501. The dissipation of the flux-vector too, as shown e.g. in (64).
splitting could be reduced remarkably by introducing In viscous steady-state flow the most of these dissipative
one-sided extrapolation of the tangential velocity accord- effects can reduced by a better resolution of flow field.

ing to the sign of velocity normal to a cell interface (and
later after an idea of van Leer [51] for the total enthalpy, Unsteady viscous flows
as well (52] ). The improved accuracy is demonstrated
in Fig. 4 for the skin friction over a flat plate by com- Viscous, time-dependent flows are of great importance in
parison with the original formulation by van Leer. The fluid mechanics. Typical unsteady problems in turboma-
same modification of van Leer's splitting is used in 3-D chinery are discussed in many papers, e.g. in AGARD
solutions of the Navier-Stokes equations for hypersonic proceedings [122] and VKI lectures [123].
flow over a double-ellipsoidal body (50]. Fig. Sa and 5b The viscous flows can become unsteady either by external
show vectors of the local skin friction on the body using excitation or self-induced by interactions between viscous
the same, relatively coarse mesh, but computed with the and inviscid forces. Examples for the latter, which are
original splitting (left), and with the modification (right) more complicated and thus more critical, are e.g. the for-
from (50]. The remarkable difference between both fig- mation of a Karman vortex street, the vortex breakdown
ures is the reattachment zone on the "canopy", which or the simulation of turbulent flows. Such unsteady flows
could be resolved by the computations using the modi- -416ct very sensitive to small disturbances, physically and
fled fluxes in agreement with experiment. numerically, as well. They are characterized by different
Another significant influc.nce of the numerical flux formu- scale lengths in time and space. Therefore, numerical
lation in context with van Leer's splitting was noticed in simulations of these flows require much more care, but
supersonic blunt-body calculations where significant de- also a larger computational effort than an equivalent sta-
viations of the computed wall temperature were found in tionary problem. The temporal accuracy of a numerical
regions of large Mach number gradients (63]. Investiga- solution is strongly related to the spatial accuracy, and
tions have shown that this effect is caused mainly by the therefore in time-dependent computations the spatial res-
non-preservation of the total enthalpy H, using the origi- olution plays an important role. But the numerical error
nal split energy flux. This effect is removed substantially can hardly be estimated since both the spatial and the
by using an alternate split energy flux (63]: temporal discretization errors influence the time resolu-

FH = F ,* H. (54) tion. Furtheron due to the different scale lengths in time
and space, an analysis by means of scalar model equa-

where the enthalpy H, is transported as a whole by the tions is not sufficient to explain the numerical behaviour
split mass fluxes F,. It has the advantage of being sim- of a Navier-Stokes solution. Therefore numerical experi-

pler and of being generally valid also in the case of real ments with solutions of the Navier-Stokes equations can
gases. The improvement of the accuracy by this formula- clear up the influence of numerical discretization on the
tion is clearly demonstrated in Fig. 6 for the wall temper- time behaviour.
ature distribution over an 3-D hemisphere-cylinder body. As long as the scalings in time and space are large com-
The idea of this alternate split energy flux, Eq. (54), was pared to the stepsizes, the solutions appear reliable and
extented to generalized flux-vector formulations in (47]. accurate for the different methods. An typical example
Using this change of split energy flux a better preserva- for that is the flow around an impulsively started cylin-
tion of total temperature could be stated. der. Downstream of the cylinder one dosed wake is de-
The flux-difference splitting of Harten and Yee (39] which veloping. Comparison of its length over the time in Fig. 8

is based on the Rieman approach recognizes all different shows close agreement for different methods of solution.
eigenvalues, but it is not free of such effects mentioned However these flow situation alters essentially at a later
above. The entropy correction 6, Eq. (25), which pre- time or higher Reynolds number, when self-induced sep-
vents the eigenvalues from diminishing, should be ap- aration and formation of a vortex street occur. This flow
plied to the non-linear eigenvalues to rule out expansion is a typical test example for highly unsteady and vortical
shocks, but is often used for the linear eigenvalues as well flow. The streaklines of such flow are plotted in Fig. 9.
to improve the stability of the scheme. However the ap- The unsteady separation on the body starts with very

plication to the linear eigenvalues results in similar dissi- small vortices which are growing in time. Due to the
pative effects as found for the flux-vector splitting in vis- fact that numerical dissipation acts filter-like on small

cous layers. The consequences of the entropy correction scalings, the temporal development of the flow is essen-

for viscous transonic flow were investigated by Seider and tial influenced by the scheme and the grid. The numeri-
Hinel in [52] and remarkable effects could be stated, in cal influence on the unsteady flow around a cylinder was

particular for the drag. To clear up this behaviour numer- studied e.g. by Meinke and Hinel (1241. In this paper

ical experiments were conducted for the flat plate laminar different grids as well as different solvers, central schemes

boundary layer. The Fig. 7 shows the skin friction over and flux-vector splitting and multigrid, [87j, were used.

the plate for different values of the entropy correction 6. As an example Fig. 10 shows the lift coefficient over time
With increasing 6 the skin friction value deviates from for several periods for a Reynolds number of 3000 and a
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Mach number of 0.3. The flow corresponds to the streak- Pressure correction methods for the Navier-Stokes equa-
lines shown in Fig. 9. tions are well suited for subsonic, and even for incom-
Grid stretching, in particular in circumferential direction, pressbie flow. But work remains to be done to extend
has been found to be a reason for a unsymmetrical devel- these methods to higher Mach numbers, where improved
opment of the vortex street resulting in a non-vanishing shock capturing capability is required.
averaged lift coefficient, (Fig. 10a). The vortex street Methods based on the time-dependent Navier-Stokes
appears then to be shifted above or below the axis of equations make up the majority of computational meth-
symmetry of the flow. In t:ontrast to Fig. b0a, the lift in ods and are the topic of numerical research. The current
Fig. 10b, computed on an equidistant grid (in circumfer- status of these methods is quite advanced, which is a re-
ential direction) results in an vanishing mean value, sult of intensive developments for improved Euler solvers.
The artificial dissipation of the central schemes damps These methods are able to deal with subsonic flow, but
or even supresses the small scale vortices, and thus in- also with high speed flow and distinct gasdynamic phe-
fluences the further development of the flow. Fig. 10b nomena, and even with non-equilibrium situations. A
and 10c shows two time histories of the lift coefficient variety of different approaches can be found in the liter-
for two different parameters of the fourth order damping ature.
terms. Both the Strouhal number and the amplitude are Differences are given by the use of structured or unstruc-
influenced strongly by the variation of the numerical dis- tured meshes. Structured meshes enable very efficient
sipation. Similar effects were found by Dortmann (34J for and accurate methods of solution, therefore they form
laminar separating flow over airfoils. the majority of present-days methods. But the better
Similar deformations of the vortex street could be stated geometrical flexibility and grid adaptivity are arguments
if changing the discretization schemes, which were found for growing use of Navier-Stokes solvers on unstructered
to be stronger for an upwind scheme than for a central meshes. For both concepts the Finite Difference/ Finite
scheme. Volume methods as well Finite Element methods are used
The present examples have shown a very large influence widely.
of the numerical damping in unsteady solutions. The dif- The numerical flux formulation of the underlying Euler
ficulties of computing viscous unsteady flows grow with solver is the most essential part of a Navier-Stokes solver.
increasing geometrical and physical complexity. This The central schemes, in particular the artificial damping
refers to three-dimensional problems, as well to strong formulation, are highly developed and applicable to sub-
vortical flow, where the scalings can reach the scalinp of sonic, transonic and moderately supersonic flows, ab well.
turbulent eddies. Such problems cannot be solved suffi- They are computationally less expensive than high res-
ciently accurate at present. olution upwind schemes. But upwind schemes can cap-

ture strong shocks and complex waves in a more accurate
way and therefore they are recommended for flows, where
such nviscid phenomena dominate. The better captur-

Conclusions ing quality has also to be taken into account if strong
viscous-inviscid interactions are present.

An attempt is made to review computational techniques Implicit as well explicit algorithms are commonly used
for solutions of the Navier-Stokes equations for compress- for the solution of the algebraic system of discretized
ible flows. The most of methods as discussed here are equations. Implicit schemes, factorization and relaxation
methods developed and applied for external flows. But methods, are better suited for stiff equations with many
also typical approaches for internal flows are mentioned, disparate length scales, and in solutions with strong
A concentration on external flow solvers is motivated by changes as in hypersonic flows. For steady-state solu-
the fact that major trends in CFD were first employed to tions the explicit schemes with acceleration techniques.
external flows, but are likewise coming up in propulsion in particular with multigrid, become comparable to im-
technique. plicit schemes with respect to the convergence rate.
Propulsion technique covers a wide field of different flows, Despite of the highly sophisticated methods for Navier-
from low subsonic to high supersonic flow. Viscous effects Stokes equations the numerical solution remains an ap-
at moderate upto high Reynolds numbers play an impor- proximation of the governing differential problem. To
tant role. There is no universal algorithm for accurate achieve reliable solutions much care has to be taken of the
and efficient prediction of the whole flow range. There- influence of grid resolution and of the numerical scheme
fore, approximations of the Navier-Stokes equations as on the accuracy. Numerical dissipation is an essential
well as adaptions of the methods to specific flow ranges mechanism for stable shock-capturing Euler schemes. In
are used with advantage. Navier-Stokes solutions the numerical dissipation, caused
Space marching methods for the Parabolized Navier- by the Euler solver, is superposed on the physical dissi-
Stokes equations are fast and fairly accurate in absence of pation which impairs the viscous solution. Some of typ-
streamwise separation. They are used for internal flows ical effects were discussed and demonstrated by number
in ducts and turning bends but also for supersonic, exter- of computational examples. The influence of numerical
nal flows. An extension of the Parabolized Navier-Stokes scheme and grid on viscous solutions become more criti-
equations to weak separating flow is given by the Re- cal when the smaller scalings are not resolved sufficiently
duced Navier-Stokes equations, for which the pressure or modeled.
is treated as elliptic. However these approximations are This review has shown the variety of different numer-
strongly restricted in their physical validity. ical approaches to predict viscous, compressible flows.
More general are the Full Navier-Stokes equations, and The accuracy of the numerical solutions depends on many
the Thin Layer approximation of the Navier-Stokes equa- factors as they are the physical approximation, the nu-
tions. Both equations are solved with identical methods. merical modeling, and not to forget, the understand-
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ing and experience of the numerical "experimentalist". [14] Power. G.D., Barber. T.J.: Analysis of complex hy-

Therefore, the computational methods need to be vali- personic flows with strong viscous/inviscid interac-
tated by analytical and experimental test cases, but also tion. AIAA-J., vol. 26, No. 7, pp 832-840. (1988).
by comparison with other methuds. Collections of test [151 Vincenti, W., Kruger, C.: Introduction to Physi-

cases can be found in the literature for different spe- cal Gandya--mics. Wiley and Sons, Inc., New York.
cific flow problems. An important presentation of test (1967).
cases for internal flows in aero engines is provided by the
AGARD in (125]. (16] Scrinivasan, S., Tannehill, J.C., Weilmuenster.

K.J.: Simplified curve fits for the thermodynamic
properties of equilibrium air. NASA RP 1I11.
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Fig. 2:

Inviscid flow through a scramiet inlet model at Ma,. 3.6 (geometry after Kumar [126]).
Runge-Kutta solution, central Finute-Volume discretization, and adaptive cell-orientation and grid point adaption.
Computations by Vilsmeier [102). Grid and Maclh number distribution after three adaption. with about 5000 points.

oC Fig. 3: Influence of different flux limiters on the transonic, tur-
0 ~bulent flow around a RAE 2822 airfoil .

an Epj+~ Runge-Kutta solution, symmetric TNFD flux-difference
o~~ Csteal. 97 splitting, Baldwin-Lomax turbulence model. (Results

FMS bwutws taken from Seider (52]) Min-mod limiter:.
9- M4-IO&MiIwtft .,2 mmod ; ,, 2; 1)With r = 4Wi., 1 2

Iw=2: c = .8 2 3  
,cd =. 0 18T

0.0 0.2 0.4 0.6 0.8 1.0 u;= i: c = .820 ,cd= .0 2 16

t C, I.~WSi4.{£ L

%_a *fig. 4: Solution of the 2-D Navier-Stokes equations for laminar
~ flow over a flat plate. Influence of different formulations

for flux-vector splitting on the values of skin friction.
C) original flux-vector splitting by van Leer (42]
A modified flux-vector splitting, Hinel, Schwane (50]

U4W

Fig. 5:

Nairier-Stokes solution for hypersonic flow around a double-ellipsoidal body.
Vectors of the local skin friction on the body surface (Ma. = 8.15, Re,. = 106, or 30*,60.000 grid points).
a) original van Leer flux-vector splitting (42] b) modification by Hinel, Schwane (50]
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pt.. , .roFig. 6: Wall temperature distribution related to the inflow stag-
.MM a GL nation temperature, over the arc length in the mid plane

of a hemisphere-cylinder body.

original van Leer flux-vector splitting [42]
with modified split energy flux (Hinel, Schwane (63])
central scheme by Viviand et al.
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Solution of the 2-D Navier-Stokes equations for laminar flow over a flat plate. Influence of the entropy correction
factor 6 on the values of skin friction (left) and on the wall temperature (right) in the symmetric TVD flux-difference
spitting (Results taken from Seider (521).

o a) 4

Fig. 8: Unsteady flow around an impulsively started circular
a cylinder, Navier-Stokes solution, Re = 3000, Ma = 0.3,

3 1l3x8l grid points.
to "T'ime history of the length of the closed wake for different

d 2 solution schemes.
1 flux-vector splitting, van Leer
2 flux-vector splitting, modified by Hinel,Schwane
3 node-centered, central
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Fig. 9: Computed streakines Fig. 10: Time histories of the lift for unsteady flow around a cir-
of a 2-D Navier-Stokes solution with cular cylinder, Re=3000, Ma=0.3, 177x113 grid points.
central differencing for unsteady flow a) grid stretched in cirumferential direction,
around a circular cylinder, Re = coefficient of fourth order damping e(

4
) 

= 1/256
3000, Ma = 0.3, 177xl 13 grid points. b) grid equidistant in cirumferential direction,

coefficient of fourth order damping c(') = 1/256
c) grid equidistant in cirumferential direction,

coefficient of fourth order damping ') = 1/32
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Discussion

L. FOTTNER, UNIV. OF BUNDESWEHR, GERMANY
Can you briefly comment on the accuracy of the turbulence models used in calculating

turbomachinery flow problems, and if there is a need to improve these models?

AUTHOR'S REPLY
Actually, the algebraic turbulence model by Baldwin and Lomax and the k-e model are

widely in use for the Navier-Stokes equations. Their physical validity depends on the degree of
approximation and the choice of semi-empirical parameters. Their validity is mainly restricted
to boundary-like flows. There is a strong need for improved models for moe complex flows.

R. GRAY, WRIGHT LABS, U.S.A.
What are the limitations still preventing the resolution of spatially periodic features such as

Tollmien-Schlichting waves?

AUTHOR'S REPLY
So far I know the problems of fluidmechanical instabilities can already be simulated, but for

simple conditions (geometries). Essentially, it is necessary to have:
- sufficient computer capacity to resolve the small scaling
- methods which are very accurate in space and time
- appropriate initial and boundary conditions

T. PRINCE, WILLIAMS INTER., U.S.A.
You alluded to the possibility of finding more efficient ways to combine implicit time

marching with unstructured grids. In turbomachinery, an implicit time marching scheme must
include the rotational periodicity in the implicit formulation. This makes the association
between implicit schemes and structured grids even stronger. Is there a way to overcome these
obstacles in order to use unstructured grids in implicit schemes?

AUTHOR'S REPLY
This is a difficult question, since I do not have much experience with implicit schemes on

unstructured grids. I am remembering examples from the literature:
- use of structured, implicit organization in one direction (e.g., normal to a wall), and

unstructured (explicit) in the other plane
- use of semi-implicit schemes (point relaxation methods)
- also explicit multigrid methods may be considered, since they can have similar fast

convergence as implicit methods, in particular for steady-state solutions

H. FRUHAUF, UNIV. OF STUTTGART, GERMANY
Will finer grid computations,which ensure grid independent solutions, reduce the shown

influence of numerical damping on the solutions?

AUTHOR'S REPLY
It is the question of convergence!
- For linear problems it is answered by P. Lax (convergence = consistency + stability)
- For nonlinear (CFD) problems it is not cleared, but usually assumed (by comparisons)

that the smaller scales are sufficiently modeled or sufficient computer capacity is
available for small scale resolution.



AD-P007 683
1111 IM EDIl IIIIII fl 3-1
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SUMMARY eperimental data of many important areas of
high speed flows, due primarily to the

S1BYI2 is an inviscid-viscous blade-to-blade relatively sl scale of turczrchine.-
method for calculating the detailed aero- blading. Thus som aspects of the codas
dynamics and overall performance of caopres- cannot be adequately validated. Given this
sor blades. It may be applied either on its situation, there is much to be gained by
own to predict the flow for individal blade applying codes to a wide range of test cases
sections, such as the mid span of a linear and by cczparing the results frm different
cascade, or in conjunction with a throughflow codes for the m test cases. An important
calculation to predict the performance of a contribution of wG18 is to have identified a
complete axial coipressor. suitable set of test cases to initiate this.

A previous MARD paper by Te author descri- The main code wtloyed in the press= work is
bed applications of SIBYL2 to most of the the RAE SIBYL= method 3. This is an inviscid-
compressor cascade test cases which have viscous interaction technique for predicting
subsequently been selected by AGAM Working the blade-to-blade perfoeanoe of axial
Group 18: generally good agreetent was canprssors. It can be applied either on its
obtained. This current paper presents new own to individual blade sections, such as the
predictions for the V2 and ARL SL19 cascades mid span of a linear cascade, or linked to a
and for the high speed conpressor cases. It streamline curvature throughflow method in an
is hoped that this will be one of many sets SI-S2 system to give a cteplete quasi-thres-
of calculations for these cases, so that an dimensional prediction of the flow and
inproved understanding of each case may be overall performance of one or more
obtained, together with an appreciation of rows.
the strengths and weaknesses of different
compuational approaches. A brief description of the SIBYL2 and S1-S2

methods is given in section 2 of this paper.
LIST OF S)2OLS Section 3 then reviews the results frum

previous applications 4 of SlEY12 to the
c blade chord compressor cascade test cases chosen by WG18
H boundary layer shape factor 8*/0 and presents further predictions for the V2
M Mach number high subsonic cascade and new predictions for
P static pressure the ARL SL19 transonic cascade. Results from
Ct flow angle, degrees the RAE S-S2 systen for the three high speed
8* boundary layer displacement thickness carpressor cases are then given in section 4.
o boundary layer mumantzn thickness
0) loss coefficient based on upstream 2. GENERAL DESCRIPTION CF IMETDS

conditions
Q strewn tube contraction (upstrearrV The RAE SBYL2 method is an inviscid-viacu

downstream) interaction technique to predict the blade-
to-blade perfoxnance of axial CoRpressors.

Subscripts The inviscid part consists of a tin marching
Euler calculation, based on Ref 5, so it can

conditions at upstream boundary of handle transonic flows: shock waves can be
cascade or inlet to blade row captured and the losses due to them can be

predicted. The calculation takes place on a
conditions at downstream boundary of specified axisynentric strew surface, and it
cascade or exit from blade row includes the effects of rotation and of

varying radius and stream tube thickness in
1. INnT'P4tICNo the axial direction. The viscous calculation

is an integral technique consisting of three
Validation/calibration of corputer codes parts to estimate laminar boundary layer
against suitable test cases is a highly development, transition point and turbulent
inportant area of Ctnputational Fluid boundary layer development respectively.
Dynamics which is rightly receiving increased The inviscid-viscous matching procedure
attention, as shown for example by Ref 1. employs mited modes to allow a valid solution
The current state-of-the-art for turbo- to be obtained even when there are regions of
machinery test cases is indicated by the separated flow due to shock wave/boundary
selection made by AGARD Working Group 18 layer interactions or to excessive diffusion.
(WG18)2. These cover a useful range of The viscous calculations continue in the wake

practical cascades and rotating machines, downstream of the bladed region, and a
and provide a reasonable anount of data on ccupressible flow mixing calculation is
the flow fields as well as measurements of carried out on the downstream boundary to
overall perfonmance. However, as noted by determine the mean exit conditions. Thus the
W318 in Chapter III, neither the experi- method provides both details of the internal
mental data nor the flow codes are perfect, flows, including boundary layer development,
Also it is not generally possible to obtain and predictions of the blade section overall
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perfonance, such as exit flow angle and specified as an input to the Sl-S2 system.
losses. These additional losses are modalled by a

constant drag force in the S1 calculation and
In order to employ the SIBYL2 nethod to the effects are fed to 52 via the noinal
predict the performance of complete blade S1-$2 linking. Although the need for such
rows, it must be linked with a throughflow input is one of the limitations of the Sl-S2
calculation which determines the spanwise approach, the ease with which such oorrec-
variations of the flow'and ensures that tions can be incorporated in order to tune
radial equilibrium is satisfied. A semi- the model for a given compressor can be a
automatic SI-$2 procedure for this is descri- distinct advantage in practice. It is
bed in Ref 6. This procedure has now been ephasised, however, that apart from the
automated, with both the S1IL2 calculation stated end losses and annulus wall blockage
for the blade-to-blade sections and the factors no other correctios were employed
streamlire curvature calculation for the hub- for the cases presented here.
to-tip flow incorporated into one program,
together with the blade geometry and data 3. OOMRESSC CASCADE TEST CASES
link routines. The streamline curvature
routine 7 is an irproved modular version of MANR Working Group 18 selected four
that previously employed. It allows curved compressor cascades suitable for inviscid-
calculating planes to be specified to give an viscous blade-to-blade methods :-
accurate match to the leading and trailing
edges of each blade row. Spanwise mixing i E/CA-2 V2 High Subsonic Cascade
tenm have been added to some versions of the
routine, but these were not included in the ii E/CA-3 MREA 115 High Subsonic
present SI-S2 calculations. Cascade

The basic principles of the SI-S2 interaction iii E/CA-4 DFVLR L030-4 low Supersonic
remain the sane. Essentially there are three Cascade
parts to each loop:-

iv E/CA-5 ARL SL19 Transonic Cascade
i the perfomance of the blade-to-
blade sections is predicted by SIBYL2 - S1BYL2 has previously been applied to the
this involves calculations for up to 9 first three of these and the results are
sections on each blade row. given in Ref 4. There was generally good

agreement between the test results and
ii the hub-to-tip flow throughout the predictions, in term of both internal flow
whole corpressor is calculated by the S2 details such as blade surface pressure
streamline curvature method, using the distributions and overall perfornnce para-
pitchwise averaged data from the S1 meters such as static pressure ratio and exit
solutions. flow angle. The only significant problen

area was that increases in losses at high
iii the relative flow angles and incidence were not predicted directly, but
stream tube geometry from the S1 and S2 relied on the user noticing the high effec-
parts of the calculation are compared to tive incidence indicated by the solution and
see whether the solution has converged - specifying revised starting conditions for
if not new blade geometry for each the surface boundary layer calculation. For
section is found by calculating the cases near optimun incidence, deviation
intersections between the stream angles were predicted to about ± 10, static
surfaces from the current S2 solution pressure ratios to ± 4% and overall loss
and the blade aerofoils. coefficients to ± 2% of inlet dynamic head.

These levels of accuracy have been confinred
Target convergence criteria for the complete in applications of the code to other cas-
SI-$2 solution are typically a) S1 and S2 cades, such as the supercritical designs
relative flow angles agreeing to within 0.10, described in Refs 8 and 9.
and b) Sl and S2 stream tube thickness
variations agreeing to 0.1%. The ntzber of The test conditions chosen by M18 for the
S1-S2 loops required to achieve this deends C1NERA 115 and DFVLR L030-4 cascades are the
on the difficulty of the blade section same as, or similar to, those previously
operating conditions and the number of blade studied. Therefore only calculations for the
rows invlved. About eight loops are V2 and ARL SL19 cascades will be presented
generally sufficient for one or two blade here.
rows, but more will be needed, for exarrple,
if blade choking is significantly affecting 3.1 V2 Subsonic Compressor Cascade
the flow distribution. The solutions from
the previous loop provide the starting The V2 cascade is a high camber (56.8), high
conditions for calculations on the current solidity (2.22) design with 7% thick DCA
loop, so that the procedure is quite blade profiles. Twelve test conditions were
efficient. For exarrple, a solution for the selected by i'E18, covering inlet Mach nudbers
HP9 type RD stage (see section 4.2) requires from 0.3 to 0.85, inlet flow angles fra
about 6 hours CPU on a Stardent 1500 mini- 47.50 to 54.50 and stream tube contraction
supercomputer. ratios from 1.08 to 1.39.

It should be noted that, in order to obtain As noted in Refs 2 and 4, the axial variation
realistic losses towards the blade ends, assumed for stream tube thickness between the
empirically derived extra losses must be measured upstream and downstrem values is
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critical, but also open to uncertainty. Two to many reasons. Soe of the more obvious
plausible assumptions could be (a) a linear ones are:
variation with streamwise distance between
the two mreasuring planes, and (b) constant i errors in the prediction of trans-
values upstream and downstream and a linear ition between laminar and turbulent flow
variation between the leading and trailing
edge planes of the cascade. For the V2 ii the effect of high fzee-stzeam.
cascade, which has a high aspect ratio of turbulence on the turbulent boumdary
3.75, the former is more likely to be correct layer - this is not included in the
and this is confirmed by the calculations for present calculations
the test condition with values of I'/Ch/0 of
0.80/54.5/1.39 (Fig la). Assumption (a) was iii the general uncertainty in predic-
therefore adopted for all subsequent calcula- ting separated turbulent boundary layers
tions for this cascade.

iv errors in measuring very thin
The choice of stream tube thickness variation boundary layers - the neasured displace-
is a good exanple of a situation where there ment thickness is only 0.4 =u at 42%
is uncertainty in the experimental data; and chord
hence where comparisons against other nethods
run with the same assumptions would be parti- v errors in measuring unsteady flows
cularly useful. with a pneumatic probe

An 89 x 16 calculating grid was eaployed for vi errors in measuring reverse flows
all calculations of the V2 cascade, with 51 x with a forward facing probe
16 points equally spaced in the axial and
tangential directions within the blade row. The level of agreement achieved in this case
Outside the row, the axial spacing was is typical of that for the test octiditions
increased by a constant factor to give up- near optimu incidence.
stream and downstream boundaries for the
calculation domain 0.8 axial chords from the The remaining two operating conditions -
blade row. 0.80/52.5/1.12 and 0.80/54.5/1.23 - axe

stalled, with neasured loss coefficients of
The twelve W 318 test conditions can be over 10%. As previously noted, such
grouped into three categories: (a) choked conditions can be identified by the fact that
flow, (b) operation near optirum inidence maximum blade loading occurs at the leading
and (c) stalled flow. The three choked flow edge. The user can then apecify that the
conditions are:- 0.85/49.5/1.20, suction surface boundary layer starts as a
0.80/47.5/1.17, and 0.80/49.5/1.27. They turbulent layer, with a ncmentum thickness
deamstrate that, relative to a nominal Reynolds nuaber of about 500. A solution
unchoked condition of 0.80/49.5/1.20, choked with the boundary layer tripped in this way
flow can be produced by small changes in M, for the condition 0.80/52.5/1.12 is shoun in
a4, or Q. SIBYL2 successfully predicts this. Fig id. The results for surface Mach number
For example, the predicted Mach nurber and suction surface displaceamt thickness
contours, blade surface Mach number distri- agree quite well but the predicted shape
butions and development of the boundary layer factors for the suction surface are much
displacemt thickness and shape factor at higher than deduced from the boundary layer
0.85/49.5/1.20 are shown in Fig .b, together measurements.
with the test data. There is good agreement
between prediction and test, except for the In this context it is interesting to consider
levels of shape factor near the trailing edge the loss produced by applying a conpressible
of the suction surface. flow mixing calculation to the measured

suction surface boundary layer parameters at
The point at 0.80/49.5/1.12 is typical of the 98% chord. At the two stalled flow condi-
seven operating conditions near optimum tions this loss exceeds the total loss
incidence with treasured loss coefficients deduced from the wake traverses by about 25%.
below 5%. The predicted Mach number Assuming that the suction surface loss should
contours, blade surface Mach number distri- be about the sare proportion of the total
butions, and boundary layer development are loss as at the other test conditions (ie 80%)
shown in Fig ic, together with the test data. implies that the nmentum thickness should be
It can be seen that the overall performance about half of the stated value. This would
parameters match quite well, although the obviously be in much better agrement with
discrepancy of 1.30 on exit flow angle is the predicted values of momentum thickness
higher than usual. There is also close and shape factor.
agreef nt between the predicted inviscid Mach
numbers on the blade surfaces and the values An alternative approach to tripping the
deduced frao the teasured surface static boundary layer would be to employ a grid with
pressures. The agreement between prediction such closer axial spacing near the leading
and test for the suction surface boundary edge and to assume that all boundary layers
layer development is reasonable qualitati- are turbulent. This would give solutions
vely, but the predicted values of shape broadly comparable with the Navier-Stokes
factor are higher than the test values in the solutions for the V2 cascade shown in Ref 10.
separated flow region near the trailing edge, However, a grid giving better modelling of
while the predicted vaues of displaoement the leading edge region would be needed to
thickness near mid chord are lower than the obtain grid-irxeendent solutions. Also the
test values. These differences could be due process of laminar separation, transition and
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turbilent reattachment for high incidence surface static pressuxes and the predicted
flows needs to be understood better so that inviscid total pessures. The agmrent
morze realistic dels of the viscous flow between prediction and test is generally
(either integral boundary layer calculations good. Note that the calcilation indicates
or turbulence models) can be dev loped. the presen.e of straw shock wave/boundary

layer interactions on both the suction and
3.2 APL SLI9 Transonic Catpressor Cascade pressure surfaces of the bl . It is

possible that the pre-shock boundary layer on
The ARL SL19 transonic campressor cascade was the pressure surface could be laminar,
derived from a rotor section of a single although transitim has been forced upstream
stage cUpressor 11 with a design point of the shock in the SlBY12 solution, and this
pressure ratio of 1.9. It is a thin, high might explain the discrepancies between
stagger (56.9*), low camber(-1.9P) section prediction and test in this region. The
with a design point inlet Mach nunter of a t between measured and predicted
1.616. Cascades with similar blades have l performance parameters is reascable
been tested in facilities at Detroit Diesel - the predicted unique incidence inlet angle
Allison (MA) 2, DFVLR U and CERA 14, and and the exit flow angle are both 1 too high,
one test point from each series was selected static pressure rise agres to about 5%, and
by WG18. total pressure loss is 10% oCompared with a

mseasured value of 12%.
A guide to the relevance of each 

operating

condition can be obtained by computing the The predictions are quite sensitive to the
pressure ratio and efficiency of a corres- assuptions made about stream tube thickess.
ponding rotor section fra the neasured For example, taking a constant value upstream
overall cascade perfonance - for this of the initial shock wave redu the predic-
purpose the rotor section was assumed to have ted inlet flow angle by 0.80, while assuming
zero inlet absolute flow angle and constant a linear variation between the plane of the
stream surface radius. The results for all upstream static pressure tappings and the
the DMA test points taken at the design inlet downstream traverse plane increases the value
Mach numrkber 2 were as follows:- by 0.8*. There is also scu uncertainty

about the appropriate blade shape to use for
Cascade Rotor Rotor the calculations, since the two instrumented
static total adiabatic blades in the cascade both differed slightly
pressure pressure efficiency from the design intent and s= blade defonn-
ratio ratio % ation due to the aerodynamic loads was

observed during testing 15. Using the measu-
1.220 1.086 67.8 red shape of the suction surface blade given
1.468 1.180 77.0 in Ref 2 reduces the predicted inlet flow
1.672 1.318 81.8 angle by 0 .7, whereas the shape for the
1.870 1.489 84.0 pressure surface blade is much closer to the
2.036 1.674 84.8 design intent.2.097 1. 727 183.8
2.220 1.801 81.1 Once again calculations with a number of
2.300 1.868 82.2 different codes would be instructive and

might enable a consensus view to be reached
This clearly shows that the points with of the appropriate boundary conditions to be
higher static pressure ratios are of greater applied.
practical interest to the cmrpressor engi-
neer, and it is these which the SIBYL2 method 4. HIGH SEM OMWWSCP, TEST CASES
was developed to predict. Of the W318 test
conditions only the DFVIR point falls into As mentioned above, the S1-S2 system
this category. incorporating SIBYL2 has been applied to all

three high speed compressor test cases
For the S1BYL2 calculation of the DFVLR test selected by V318 viz:
point the stream tube thickness was assumed
to be constant upstream of the cascade i E/00-2 NASA Transonic Rotor 67
leading edge and to reduce linearly with
axial distance to the measured value at the ii E/M-3 RR HP9 Subsonic Stage
traverse plane 47% of gap axially downstream
of the blade trailing edge. A 119 x 21 iii E/00-4 DFVIR Transonic Stage
calculating grid was employed for the time
marching part of the calculation, with 81 x The system was kept the sate throughout and
21 points within the blade row equally spaced similar calculating grids ware applied. Nine
in both axial and tangential directions. The S1 sections were used to model each blade row
test value of inlet tangential velocity was and the grids used for the tine marching part
specified and the operating condition for the of the SIBYL2 calculations were similar to
solution was chosen such that the main those used for the caschas in section 3
pressue rise on the suction surface occurred above. The S2 solutions typically employed
close to the measured position. 21 streamlines and there were 4 intenlade

The predicted Mach nurber contours, blade calculating planes between the leading and
surface Mach number distributions and bound- trailing edge planes of each blade row.
ary layer development for the design blade The inlet total pressure profiles for each
shape are shown in Fig 2, together with the conpxessor were based closely on the treasured
Mach mirters deduced from the measured data, except that no attempt was mdae to
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achieve zero values of velocity at the mails. However, the claulaticl predicts a more
Small wants of an ilus wall lockage, about distinct shock in the uncovered pass e at
1% for the two transonic fans and 2%% for 30% bi height for both conditions than was
1 9, were included to allow for this. he measured with the laser anemometr.
'ases used to model end effects were assumed
to affect the outer regions of each row: the The predicted boundary layer deveicpmait for
loss coefficients were specified to drop frael the suction surface indicates a trailing edge
15% at the annulus walls, to zero at a separation for the sections over the inner
distance of 1/3 rotor chord from the wails. third of the span, with the shock wave/
This assumption is in line with that made for boundary layer interaction near mid chord
previous SI-$2 calculations of the rotor row beconing significant and causing eon separ-
of transonic civil fans' 16. If more than ation over the outer half of the blade. e
one stage were being considered it would interaction is sufficiently Strong at the
obviously be necessary either to include the peak efficiency condition to cause coplete
effect of spanwise mixing within the S2 part Separation of the boundary layer downstzem
of the calculation, or to use a more eve of the shock for the tip sectiOns.
distribution of extra loss.

4.1 NASA Transonic Rotor 67 4.2 RR HP9 Subsonic compressOr

T Rol.s-Royce HE9 rig is a single stageRotor 67 is the first stage rotor of a two model of one of the later stages in a civil
stage fan. It as tested as an isolated row HP compressor. It therefore has a much
to provide data for comparison with rmerical higher inlet hub/tip ratio (0.84) and lower
predictions which were fre frn c rotor aspect ratio (0.9) than the other two
ferential variations due to Stationary blade M18 OcUpressor cases. Inlet spoiler rings
rows. The rotor has an aspect ratio of 1.6 are employed to generate a suitable inlet
based on average span/mid height chord, and velocity profile. The type "MY- ease
at inlet the tip diameter is 514 mm with a selected by WGI8 has conventional blade
hub/tip ratio of 0.375. The design point profiles, a design stage pressure ratio of
conditions are a tip speed of 429 m/s, an 1.24, a mass flow rate of 9.1 kg/s and a tip
inlet tip relative Nach number of 1.38, a speed of 251.3 Ws at ISA inlet conditions.
rotor pressure ratio of 1.63 and a Mass flow Tip diameter is 518.2 am.
rate of 33.25 kg/s. Laser anamamtry was
extensively used to measure details of the All three operating conditions - maximun
internal flow fields, and radial traverses flow, mid chic and near surge - were studied
with a cabination probe were carried out to using the S1-S2 system. The predictions at
determine the inlet and exit variations of maximum flow and mid chic were straight-
total and static pressure, total temperature forward, but the initial attempts for the
and flow angle. near surge point failed. The high incidenos

for the Si sections nearest the hub caused
Two operating conditions were selected by very high levels of profile loss to be
MGI8 - one near peak efficiency and the other predicted for this region: these resulted in
near stall. The flow at both conditions was even more arduous flow conditions being
predicted using the Sl-S2 system and some of calculated for the next SI-$2 loop by the S2
the results are shown in Figs 3 and 4. Con- part of the system and evetually the SIB!L2
sidering firstly the overall performance, t calclations failed to converge. The present
sass flow rate at the pressure ratio for the SI-S2 technd q is probably over-sensitive to
peak efficiency condition 'as predicted to be local flow problem like this, sinca there is
34.0 kg/s, about 1%% below the test value. no allowance for spenwise movmet of low
Predicted adiabatic efficiency 'as 92.3%, eergy boundary layer flows - inclusion of
campared with a test value of 93%. At the spanwise mixing in the S2 calculation should
mass flow for the near stall point, the help in this respect. Also, the assumption
predicted pressure ratio and efficiency more that stream surfaces rman axisymetric
1.727 and 91.6%, compared with test values of means that the relief of the endiall flow
1.728 and 90.1%. There is also good agree- onditions due to three-d inwrsional flows a
e t between the predicted and measured is neglected, a fundamental limitation of the

radial profiles of total pressure and aXisyMtric S1-S2 approach. To enable a
temperature at rotor exit, as shown in Fig 3. solution to be Obtained for HF9 at the near
(The values plotted are relative to the inlet Surge sass flow, Si calculations were carried
conditions at mid span.) out only between 10% and 90% blad heights

The predicted Mach mwter contours at the tw~o (the other S1-$2 solutions included
Tepdit ed3 forth nuerntousathe seto a calculations for sections within 5% height ofconditions for the blade-to-blade sections at the 'ails) with extapolation used to obtain
30%, 70% and 90% span fran the hub are shown the conditions for strem surfaces closer tO
in Fig 4, together with the predicted blade the walls
surface Mach numbers and boundary layer
developrent. The contours may be coampared Predicted Mach number contours and distribu-
directly with the corresponding plots deduced tions and boundary layer development for the
from the test data given in Fig 17 of Ref 2. rotor and stator mid height sections at the
The agreement is quite good for the outer three operating conditions are shown in Fig
sections, with the Si-S2 system correctly 5. These demstrate the range of operating
predicting the dual shock system noted in Ref incidences which are to be expected at diffe-
17 at the peak efficiency condition, and the ren points along a constant speed character-
single nozmal shock mave just detached fru iatic for a single stage ompressor - high
the blading at the near stall condition. positive blade loadings at the leading edge
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near surge, roughly zero loading at aid chic system over-estimates the rotor efficiency by
and high negative loadings at maximn flow. about 4% at both conditions, and this results
The predicted boundary layer behaviour is in significantly higher pressure ratios being
typical of blade sections with circular arc predicted at a given mass flow. The magni-
canter lines. on the suction surface the tude of this discrepancy is disappointing,
shape factors are relatively low over most of given the level of agreemnt on overall
the chord, indicating attached boundary performnce for the other two cases and for
layers. However, there is rapid growth near other transonic fans. In particular the
the trailing edge where the boundary layer S1-$2 systen has not identified any reason
has beocme too thick to withstand the for the peak efficiency of the DFVIR rotor
constant diffusion associated with the being over 5% lower than for NASA rotor 67,
circular arc carber line and separates. Cn which has a similar pressure ratio, tip speed
the pressure surface the boundary layer and aspect ratio. It will be interesting to
remains attached throughout, apart from a see whether other CED methods can explain
possible laminar bubble near the leading edge this difference.
at the maximn flow point. No interblade
measuremnts are available for comparison Despite the poor agreemnt on overall per-
with these data. foxnance, the predicted Mach number contours

for the rotor at 18%, 45%, 68% and 89% blade
There is some uncertainty about the rotor heights are in close agreement with those
exit conditions for this case 2, and so the given in Figs 10 and 11 of Ref 2 (See Fig 8).
caqparisions shown between prediction and At peak efficiency the solution correctly
test (Fig 6) are for the circuferentially predicts an oblique leading edge shock near
averaged conditions downstream of the stator. the rotor tip with a maximum suction surface
The main discrepancies are that:- Mach number of about 1.4. At 68% height the

shock is becoming more normal, and by 45%
i the temperature rises near the height it is detached frun the blade leading
outer casing are overestimated - this edge. The predicted diffusion of the flow
could be due to the relatively crude within the blade passage also matches the
allowance for end wall effects, or to test data well. The predicted suction
neglecting spanwise mixing effects in surface boundary layer development shows a
the S2 throughflow calculation. gradual progression with blade height,

roughly similar to that for NASA rotor 67.
ii the predicted efficiencies at the Near the hub, separation occurs only near the
near surge condition are much higher trailing edge; by about 45% height the shock
than measured - this is probably wave/boundary layer interaction has beocue
associated with the problem in strong enough to cause a small separation
predicting high incidence flows noted in bubble at about mid chord, and the extent of
section 3.1 above. Improved agreement the separation at the trailing edge has
could be obtained by "tripping" the reduced; at 68% height the mid chord separa-
suction surface boundary layers at the tion has increased and the trailing edge
blade leading edge. separation has disappeared; and at 89% the

shock wave/boundary layer interaction is
Apart frun this the agresent obtained is strong enough to cause complete separation
reasonable, particularly when the uncertainty for the rear part of the blade.
due to the manufacturing tolerance of 0.75*
on blade stagger angle is considered. If the At the point nearer surge, the shock wave has
prediction at the maximum flow point is moved forward and it is just detached fron
repeated with the rotor and stator rows the leading edge at 89% height in both
restagered open by this amount, then at the predicted and measured results. Th shock
same exit flow function there are increases becomes further detached at 68% and 45%
of 0.9% on mass flow, 0.012 on pressure ratio heights, and at 18% theme is only a small
and 1.2% on efficiency. region near the leading edge where the flow

is supersonic. The predicted boundary layer
4.3 DFVIR Transonic Compressor Stage behaviour is similar to that at peak effici-

eTcy except that the shock/boundary layer
The D FVR transonic fan has an inlet tip interaction near the tip is predicted to be
diameter of 398 mm, an inlet hub/tip ratio of slightly weaker and the boundary layer
0.5 and a rotor aspect ratio of 1.7. The reattaches before the trailing edge. How-
design point pressure ratio is 1.51 at a mass ever, given the high effective incidxow
flow rate of 17.3 kg/s and a blade tip speed indicated over the inner half of the blade,
of 421 m/s. The rotor has been tested with it is likely that the actual suction surface
two different stator rows: the laser anemo- boundary layers are rather thicker.
metry measurements of the rotor flow field
were taken with the NACA 65/60 stator row and 5. CCNCInDN RDN4KS
this is the configuration which has been
studied using the S1-S2 system. The S1BYL2 inviscid-viicous interaction

method has now been applied to all the high
Predictions were carried out at the same exit speed compressor cascade test cases selected
mass flow functions as the two test condi- by KGRD 1118, and, linked with a streamline
tions selected by WG18 and the predicted and curvature throughflow method in an S1-$2
measured radial distributions of performance system, to all the high speed cumpressor
are compared in Fig 7. The agreement is much cases. The predictions obtained are
poorer than for the other two compressors. geerally in encouraging agreement with the
The main problem sem to be that the S1-S2 experimental data, both in terms of the
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features of the internal flows and the 7. Duram% J., et al, "A rnw t c
overall performance parameters. throu~dlow program using the stremnline

curvature method", Unpublished RAE zport,
For the capressor cascades the blade 1990.
chokinq/uiLe incidence angles and deviation
angles are predicted to about ± 1, the 8. Fuchs, R., et al, "Eper~meaal
static pressure rise to ± 4% and (less investigation of a superoitical ompressor
satisfactorily) the total loss coefficient to rotor blade section", in "Advanced Technology
± 2% of inlet dynamic lead, for operation for Aero Gas Turbine Ceponents", -- CP
below stalling incidence. The i eased 421, May 1987, Paper 39.
losses which occur at high positive incidence
are not fully predicted automatically, but 9. Steinert, W., et al, "Design and testing
such situations can be detected by examining of a controlled diffusion airfoil cascade for
the effective incidence predicted for the industrial axial flow compressor
blade. It is believed that improvements are application", ASME Paper 90-OT-140, 1990.
needed both in the viscous modelling and in
the numerical resolution of the leading edge 10. Dawes, W. N., "A comparison of zero and
region before this type of flow can be one equation tubulence modelling for
predicted correctly. turbomachinery calculations", ASME Paper

90-G7-303, 1990.
For the cenpressor test cases, the predicted
results for the NASA rotor 67 and for the P9 11. Wnerstrci, A. J., "ExperiMetal study
stage agree well with the measured results. of a high-through-flow transonic axial
In particular, peak efficiency leVels are cpressor stage", Proceedings 6th ISABE,
estimated to within about 1%. The results Paris, pp 447-457, 1983.
for the DFVLR stage are less satisfactory:
the rotor efficiency is over-estimated by 12. Fleeter, S., et al, "Exerimental
about 4%, despite close agreemnt betwe the investigation of a sUPersonic cCIres3sor
measured and predicted blade-to-blade Mach cascade", ARL TR 75-0208, June 1975.
nuzmbers. Thus the present method fails to
explain the difference of over 5% in mesured 13. Tweedt, D. L., et al, "Experimwtal
rotor efficiency between the NASA 67 and investigation of the performance of a
DFVLR rotors. It will be interesting to see supersonic capressor cascade", ASME Paper
whether other methods are more successful. 88-GT-306, 1988.

The present applications of the RAE SlBY12 14. Fourmaux, A., et al, "Test results and
code to the WI8 compressor test cases have theoretical investigations on the ARL 19
been valuable, both in evaluating the code supersonic blade cascade", AHSE Paper
and in gaining further understanding of the 88-G-202, 1988.
test cases. The author would like to
congratulate the working Group for taking the 15. Schreiber, H. A., and Tweedt, D. L.,
lead in identifiying this set of cases, and "Experimental investigation and analysis of
-he would encourage others to carry out and the supersonic caquessor cascade ARL-2E'C",
publish corresponding predictions. DFVLR IB-325-02-87, 1987.

RE7IFENOS 16. Calvert, W. J., et al, "Performance of a
civil fan rotor designed using a quasi-

1. "Validation of Cmtputational Fluid thrional calculation systu", in
Dynamics", AGARD CP 437, May 1988. "Turbomachinery - Efficiecy Prediction and

2. "Test Cases for Cocputation of Internal Improvement", Proc I Mach E, 1987-6,

Flows in Aero Engine Ccponents", AGNO 17. Pierzga, M. J., and Wood, J. R.,
AR275, July 1990. "Investigation of the three-dimensional flow

field within a transonic fan rotor: experi-
3. Calvert, W. J., "An inviscid-viscous ment and analysis", ASHE Journal of Eng for
interaction treatment to predict the blade- Gas Turbines and Power, Vol 107, No 2, April
to-blade performance of axial compressors 1985, pp 436-449.
with leading edge normal shock waves", ASME
Paper 82-GT-135, 1982. 18. Wadia, A. R., and Beacher, B. F.,

"Three-divensional relief in turbomachinery
4. Calvert, W. J., "Application of an blading", AS4E Journal of Turbomachinery, Vol
inviscid-viscous interaction. method to 112, No 3, pp 587-598, 1990.
transonic compressor cascades", in "Viscous
Effects in Turbamzchines", AGAM CP 351, June
1983, paper 2. © British Crown Copyright, 1991/Kl)
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Discussion

C. HAH, NASA LEWIS, U.S.A.
1) For transonic rotors, the role of tip-clearance flow of spanwise mixing inside the

boundary layer is important. How is this effect modeled in your code? If it is not modeled, how
can you achieve good results?

2) With your method, did you observe shock induced boundary layer separation?

AUTHOR'S REPLY
1) All blade end effects are modeled by specifying additional losses for the blade sections

near the end walls. Bulk spanwise mixing is not too important for the front blade rows in a
compressor, but it becomes more important for later rows: it can be included in the 52
calculation. Spanwise flow in the boundary layer is very noticeable in surface flow visualization,
but it does not necessarily seem to have a large effect on the overall flow.

2) Shock induced boundary layer separation was predicted for both the NASA and DFVLR
rotors at the sections from about mid-span to the tip. It is indicated in Figs. 4 and 8 by the
high values of shape factor (H) for the suction surface boundary layer (after the initial region
with high values which is associated with the laminar boundary layer).

G. SEROVY, IOWA STATE UNIV., U.S.A.
Could you discuss the method for setting the variation in stream tube thickness (in the

blade-to-blade computation) for the cases where both S1 and S2 computations were made, for
example in the NASA rotor 67 test case?

AUTHOR'S REPLY

Setting the stream tube thickness distribution is much less of a problem for S1-S2 solutions
of a complete compressor than for S1 calculations of a cascade. The S2 throughflow solution
provides values of stream tube thickness at the leading and trailing edge planes and at four
internal planes for each blade row, and linear variations are assumed in between.

K. BROICHHAUSEN, MTU, MUNCHEN, GERMANY
In your presentation you mentioned the limitations of S1-S2 calculations regarding endwall

effects. Nevertheless your results show remarkable endwall effects, e.g., an accumulation of
losses. Could you give an indication, how these phenomena are incorporated into the
computation?

AUTHOR'S REPLY
Allowance for endwall effects is made by including additional losses for the outer sections of

the blade. These losses were set according to the same rule for all three of the compressor cases,
as described in the paper. The losses are specified as input to the S1 part of the solution and fed
to the S2 calculation as part of the standard S1-S2 linking.

J. CHAUVIN, LEMFI, FRANCE
1) Did you include angle correction to take clearance and secondary flows into account?
2) Is the effect of rotation on loss, turning and velocity distribution significant?

AUTHOR'S REPLY
1) No corrections were made to the values of flow angle predicted by SIBYL2 in the results

shown, and none have been needed for any of the single stage compressors analyzed so far.
2) I have not specifically studied the effect of rotation on the solutions, but I would expect

it to be significant for blade sections where there is much change in radius.
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A COMPUTATIONAL STUDY OF TIP LEAKAGE F 92 -16070
AND LOSSES IN A LINEAR TURBINE CASCADE

John Moore and Joan G. Moore I

Mechanical Engineering Department
Virginia Polytechnic Institute and State University

Blacksburg, Virginia 24061

ABSTRACT capabilities for a wide range of flow phenomena
occurring with quite different length scales and

A computational study of 3-D flow in the VPI&SU significant variations in flow physics.
tip leakage turbine cascade is used to show the
level of modelling attainable now. Results for At the practical level, one may expect a calculation
the overall flow development are compared with to give the extra losses due to tip leakage which
measurements of flow and losses at the exit of are known to have an appreciable effect on the
the tip leakage gap and downstream of the blade efficiency of unshrouded turbine blades [1]. (A
row. Mechanisms for the additional loss due to decrease of two precentage points for each one
tip leakage are discussed. Consideration is given percent increase in tip clearance/blade height is
to areas where the modelling of fine scale flow typically found.) To model these one needs to compute
structure may be improved. These include the flow the flow through the tip gap, the formation of the
in the tip clearance gap, flow in the tip leakage tip leakage vortex, and the mixing of the leakage
vortex, and flow separation at the trailing edge. vortex with the main passage flow. It is known, for

example, that there is fine scale flow structure,
such as a vena contracta, within the tip gap which

NOMENCLATURE .. itself is two orders of magnitude smaller than the
blade height [2]. It is also known that turbulence

CD  discharge coefficient, Eq. 6 and mixing in vortices are influenced by the swirl

C static pressure coefficient, Eq. 3 of the flow (3]. The questions arise as to how well
pa can these effects be modelled. How well can they be
C total pressure loss coefficient, Eq. I modelled not just as isolated flows but in a complete
p t i calculation of the flow field in the whole blade xow.P static pressure The answer to this question must depend on computer
P cascade inlet static pressure capability as well as on the numerical technique and

Pt total pressure the physical modelling. So we find the problem of
calculating tip leakage flow and losses in a turbine

Pto cascade inlet total pressure blade row to be a test of CFD capability, as well as
Q passage volume flow rate a test of a CFD code.

Sb tip gap exit length In the present paper, we review the cability of the
u velocity component in primary flow direction Moore Elliptic Flow Program, MEFP, run on an IBM
U0  cascade inlet free stream velocity 3084, to model flow in zhe VPI&SU tip leakage turbine

an tip gap normal velocity, Fig. 10 cascade [4,51. We used a 45 x 28 x 26 grid (32,760
grid points) and 40 hours of CPU time. The basis ofu t sthe numerical scheme has been described by J.G. Moore

ut  tip gap total velocity [6,7]; it is a pressure correction algorithm for

U tip gap exit velocity based on potential flow solving the Reynolds-averaged form of the Navier-
t Stokes equations, see Appendix A. The calculation

v velocity component orthogonal to u and w method uses upwind control volumes chosen for each
V velocity at downstream measurement plane grid point at each of the forty iterations (twenty
w velocity component in spanwise direction pass-pairs). The flow was modelled as having lcminar
X/c axial distance from blade leading edge/ and turbulent flow regions, and the Prandtl mixing

axial chord length model used previously by the authors formed
AY blade pitch the basis of the turbulence model [7], see Appendix
AZ passage height, span A. We took this opportunity, however, to try various
B flow angle with respect to pitchwise modifications to the turbulence in several regions

direction, Eq. 2 of the flow to try to gain insight into the local
6t  tip gap height flow physics, and these are discussed in the last

a flow angle with respect to axial direction section of the paper.

P fluid density The paper is structured to first show the overall

Subscripts flow development and the agreement obtained with
overall flow properties. The results presented then

0 upstream of cascade, reference focus on loss mechanisms associated with tip leakage
flow and the extent to which these are modelled.ex tip gap exit plane Some areas where improvement of the fine scale model-

y pitchwise direction ling was sought are then discussed, including the
trailing edge flow where some success was achieved.

Overbars VPI&SU Cascade and Computational Mesh

- area average, average The geometry of VPI&SU tip leakage turbine cascade
mass average is shown in Fig. 1. The blade shape is that of a

INTRODUCTION reaction turbine with a turning angle of 109 degrees,
and the cascade has an aspect ratio of 1.0. The tip

The calculation of three-dimensional flow in a gap is 2.1% of blade height.

turbine blade row with leakage through a clearance The flow through the cascade is incompressible with
gap provides an interesting challenge for CFD an inlet free stream veiocity U0 - 20.5 m/s and a
techniques. It offers an opportunity to simultan- 3 0
eously review numerical and physical modelling density of 1.1 kg/m . The Reynolds number based on
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blade aial chord and it velocity was 4.5x0 [5J.

Thin endwall bounary layers were created about

one half an axial chord upstream of the blade
leading edges by the use of endwall bleeds. The Calculation grid, 45 x 28 x 26 points. Near

new boundary layers were tripped and when measured wall grid points at 0.001 of axial chord, c.

at X/c = -0.30 they were turbulent with a thick-
ness of 2.2 mm, less than the 5 mm height of the

tip clearance gap [4]. The mass-averaged total LEVEL OF MODELLING ATTAINABLE NOW

pressure loss coefficient at the blade row

entrance was low, C = 0.0035, where In this section we consider the overall flow develop-

Pt ment and the production mechanisms for tip leakage

C = (PP 1 2 (1) loss, and we show the level of agreement currently
attainable.

Two views of the computational grid are shown in overell Flow Development

Fig. 2. The section at mid-passage-height shows

an optimised mesh with grid refinement around the The calculated flow development may be followed in

leading and trailing edges and upstream and down- Fig. 3 which shows contours of total pressure loss

stream of the blade row. Within the blade passage coefficient, C , on four sections within the blade

the basic blade-to-blade spacing chosen to repre- pt

sent the profile boundary layer growth has been row and two sections downstream. The two main features

preserved. The cross-section midway through the seen are the growth of the tip leakage vortex and the

blade row shows simple grid refinement in the development of the suction surface boundary layer and

bottom half to capture the tip leakage vortex and the blade wake. Starting just upstream of the trail-

a relatively coarse grid in the top half where ing edge the lower passage vortex develops a clear

there is no tip leakage flow. There are six points identity above the tip leakage vortex, and convection

between the blade tip and the stationary endwall of low loss fluid appears to be separating the two

describing the velocity profile for flow in the vortices.

tip gap, and the near-blade-tip point is 5 percent

of the tip gap height from the blade tip. In the A comparison of the calculated and measured loss dis-

profile and endwall boundary layers the near-wall tributions at X/c = 1.4 is shown in Fig. 4. Here, we

points are at a distance of 0.001 axial chords view the contours looking upstream along the camber

from the wall. line at the blade trailing edges, i.e. at 26 degrees

to the blade-to-blade direction; in this way we are

The blade profile boundary layers were tripped looking essentially along the axes of the trailing

just downstream of the blend points with the lead- vortices. The overall agreement is very good. The

ing edge circle, in the experiment. They were size and location of the tip leakage vortex and the

modelled as fully turbulent in the calculation, lower passage vortex, the shape and thickness of the
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Fig. 3. Calculated flow development. Total pressure

loss contours, C = 1,2,3.pt

MEASURED CALCULATED

blade wake, and the thickness of the upper endwall
boundary layer are all well modelled. The peak Fig. 4. Comparison of measured and calculated contours

loss level of C = 3.0 in the tip leakage vortex of total pressure loss at X/c 1.4. View looking up-

also agrees welftwith the measured value of 2.8. stream along the blade camber line at the trailing

There are three apparent areas for improvement. edge. Contours: C t 0.2 by 0.2 to 3.0.

Near the bottom endwall, there is excessive convec- pt

tion of low loss fluid under the tip leakage vortex;

this is probably due to the low turbulence speci-
fied in and around the vortex, as discussed below.
The peak losses in the blade wake and the lower

passage vortex are too high by about 6C 0.6, .6,

probably due to excessive turbulent viscosity in .

the blade profile boundary layers. And the passage

vortex in the blade wake in the top half of the °

flowfield is not clearly distinguished, partly .4
because of the coarser grid used in the upper half,

see Fig. 2. '*4 * C

The secondary velocity vectors corresponding to .................... , .,- . ........- .
Fig. 4 are shown in Fig. 5. Qualitatively the .........

agreement is very good, while quantitatively the I .. ....... .......

calculated secondary velocities appear to be about ... .........

30 percent too high.. .

Mass-Averaged Total Pressure Losses

The build-up of the mass-averaged total pressure 0I f
losses in the two halves and for the whole flow is

shown in Fig. 6. The measured losses at X/c 1.4

are also shown for comparison. In the top half, 4

the losses remain relatively constant until about
80 percent of axial chord; they then rise quite

rapidly to the trailing edge; downstream there is
again little variation. It appears that the upper

endwall boundary layer is contributing little MEASURED 10 r/s CALCULATED
loss and that most of the loss in the upper half

is caused by the suction side boundary layer on

the uncovered part of the blade row and possibly Fi.. Measured and calculated secondary velocity

by mixing of the upper passage vortex. In contrast, vectors at X/c = 1.4. View as in Fig. 4. Vectors are

in the bottom half, the losses increase steadily resultant of v and w components, see Fig. I.

through the blade row and downstream. Two import-
ant mechanisms are at work here, in addition to

those at work in the top half, these are loss pro- measured value of 0.10.

duction in the tip clearance gap due to mixing and

friction, and dissipation of secondary kinetic Pitch-Averaged Loss and Flow Angle

energy in the tip leakage vortex [5]. The build-tip

of the loss for the whole passage shown in Fig. 6 Figures 7 and 8 show pitch-averaged total pressure

is the sum of the development in the two halves, losses and pitch-averaged flow angles at X/c - 1.4.

For the losses, the agreement is better in the top

Quantitatively the losses are well modelled by the half than in the bottom half. Even though the fine

calculation. At X/c - 1.4, the total loss is C = structure of the upper passage vortex was not modelled,
Pt the level and distribution of its losses are quite

0.36 compared with a measured value of 0.38. In good. In the bottom half, two effects influence the
the bottom half, it is 0.25 compared with 0.28, distribution, the convection of low loss fluid under
and in the top half it is 0.11 compared with the
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the tip leakage vortex mentioned previous-
ly, and an apparent hijacking of loss by
the lower passage vortex from the tip.
leakage vortex. ,.d

7 ~ N

The agreement between the measured and cal-
culated exit flow angles is slightly better
than for the losses. Here, two curves are
shown for the measurements, one giving the Fig. 9. Superposition of velocity vectors near the bottom
data as taken and the second a distribution endwall on an endwall flow visualization. Note flow under
corrected in an attempt to allow the data the blade and flow separation in the passage.
to satisfy overall continuity [5]. The
difference between the data curves is about
1.8 degrees. The calculation agrees better between the vortices.
with the uncorrected data especially in the
upper half where it is within 2 degrees. In For the whole passage, the exit flow angles,
the lower half, the calculated vortices are - -1 - =
too strong giving underturning near the 8 - tan ( V/V ) ,(2)

wall and slightly too much overturning
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Region of outflow I
from tip gap

\\ ; (a) Velocityv vectors.

nulled in yaw 7

S 5 0 ~(b) Static pressure distribution, C p

\u Fig. 11. Flow through the tip gap on plane 6a-7aa,
N see Fig. lOb.

conveys the impression of flow leaking through the
/tip clearance gap, moving away from the blade suction

surface, and separating from the endwall when it en-
counters the main passage flow. Within the blade row,
the calculated velocity vectors show separation close

to the line where the overturned passage boundary7 d layer separates from the endwall. Downstream the
calculated separation appears closer to the line of

(b) Comparison with separation of tip leakage fluid. In general, the
cdirections of the leakage vectors follow the direc-t-

ions of the surface streaks quite closely.

Beneath the blades in the oil flow visualization,
there was evidence of a laminar flow separation and
reattachment [4]. The calculated flow was modelled

as turbulent in this region and so the calculation
does not show such a separation.

In the pressure-side half of the passage, the vectors
show the expected attachment behavior [4]. To the
left of this line (following the flow), the flow
moves into the tip leakage gap; to the right it is
slightly overturned and tends towards the suction
side.

Flow at Mid-Height in Tip Gap
(c) Calculated " -

velocity vectors Figure 10 shows measured and calculated velocity vec-
at inlet and exit. --- tors at the mid-height of the tip gap. At the tip gap

exit at this height, the calculated flow directions
and velocity magnitudes are in excellent agreement
with the measurements. And from pressure side to
suction side, there is little change in the calculated
flow direction, except near the blade leading edge.

Tip Gap Flow Structure
0 20 0 ms

Within the tip gap, the flow can vary significantly
from the blade tip to the endwall, especially near

Fig. 10. Measured and calculated velocities at the flow entrance on the pressure side of the blade.

mid-height of tip gap. Consider the plane 6a-7aa shown in Fig. lOb. The
plane runs from X/c - 0.60 on the pressure side to
X/c = 0.72 on the suction side, and it was chosen

were 28.2 degrees from the calculation, 27.9 using the endwall flow visualization to be aligned

degrees for the uncorrected data, and 26.1 degrees with the tip leakage flow. Figures 10b and 10c show

for the corrected data. A discussion of how the this to be the case. Figure 11 then shows calculated

trailing edge flow was modelled to obtain this velocity vectors and the calculated static pressure

agreement is given below, distribution on this plane.

Endwall Flow Visualization The flow separates from the corner on the pressure
side and forms a vena contracts at about one half to

The visualization of the flow near the bottom end- one tip gap height into the gap. It then reattaches

wall of the cascade, shown in Fig. 9, has been on the blade tip at about two tip gap heights. This

achieved by overlaying the calculated near-wall is typical behavior for a tip gap with a sharp

velocity vectors and blade outlines on an endwall entrance and it is remarkably well modelled consider-

surface flow visualization. The resulting picture ing the near-wall grid spacing near the inlet corner
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Fig. 12. Tip gap exit total velocity profiles at

stations 3 and 7 of Fig. 10a. - - - measured at For flow exiting the tip gap, the local components of

station 3; ----- measured at station 7; velocity are u and u , normal and parallel to the
calculated, auction surface, as shown in Fig. 10a, and the local

total pressure is Pt. Overall tip leakage coefficients

is 5 percent of the tip gap height [8]. Associated were defined in reference 5 as

with the vena contracts is a region of high veloc- .Sb 6

ity and low static pressure. Here, in the calcula- Flow Coefficient, FC - f f Pu nd ds , (4)

tion, this is evident as contours of C = -4 and 0 0

-5, near the inlet corner, as seen in Fig. llb.

The static pressure coefficient, Cps, is defined as and
S 6t

C = (P - ps) 1 2 (3) Mass Averaged Flow Property, = f pu X dz ds
0 0

Tip Gap Exit Velocity Distributions PQUo0 /2 (5)

The velocity profile at the exit of the tip gap is The flow properties, X, considered were

non uniform with somewhat lower velocities near

the blade tip, as seen in Fig. Ila. This is part- (un2 -us2)/2 - Total Kinetic Energy Coefficient, TKEC,

icularly true near the blade trailing edge where ( T

the flow path through the tip gap is shorter. Un2/2 - Normal Kinetic Energy Coefficient, NKEC,

Figure 12 shows a comparison of profiles at two n

measurement locations, 3 and 7 in Fig. 10a. Loca- u 2/2 - Streamwise Kinetic Energy Coefficient,

tion 3 has a profile typical of stations 1-3, and s SKEC,

location 7 has a profile like those measured at

stations 5-9. The calculation shows the right (P o- P t)/p - Total Pressure Loss Coefficient, TPLC.

trend with more non-uniformity at station 7, but

the calculated profiles have too little mixing The calculation gave the following results:

near the blade tip and show about 10 percent too

little leakage flow. Measured Calculated

FC 0.057 0.051

Tip Gap Flow Rate 
TC 0.057 0.01

TKEC 0.128 0.101

The accumulated flow through the tip gap is shown NKEC 0.109 0.082
SKEC 0.020 0.019

as a function of axial distance along the blade, 
TPC 0.020 0.01

for both the measurements and the calculation, 
in TPLC 0.071 0.071

Fig. 13. The agreement is consistent with that Further insight into these properties is obtained by

seen in Fig. 12, and by the blade trailing edge Furthing the s propertii obtin by

5.1 percent of the cascade flow has passed through plotting their variations as a function of tip gap

the tip gap in the calculation, compared with 5 .7 exit length (0 to Sb). The distributions of tip gap

thretpga in the ca tin cexit flow, and the distributions of the fluxes of
percent in the experiment, kinetic energy and total pressure loss are shown in Fig.

14. The plotted properties are normalized so that
tntegration of Tip Gap Exit Flow Properties the areas under the curves are equal to the coeffic-

In reference 5, it was suggested that flow exited ients defined in Equations 4 and 5.

the tip gap on the suction side and around the Clearly the calculated tip leakage flow has all the

trailing edge over the distance S indicated in variations seen in the measurements; and the relative

Fig. lOa. There was a question about the starting levels of all the curves are reproduced with remark-

point chosen for the integration at X/c = 0.075, able accuracy. The overall difference stems from the

but upstream of this point the flow velocities in flow coefficient being about 11 percent too small,

the tip gap on the suction side are almost tan- and therefore the normal kinetic energy coefficient

gential to the suction surface, as seen in Fig. is 25 percent too small. The total pressure loss

1Oc. So the net contribution to the flow from the coefficient and the streamwise kinetic energy coef-

tip gap upstream of this point is only about I ficient are in good agreement.

percent of the tip gap flow.
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Fig. 14. Variations of flow rate, F, and fluxes of kinetic energy and total pressure loss at
the tip gap exit. Fluxes: TKE - total kinetic energy; NKE - normal kinetic energy; SKE -
streamwise kinetic energy; TPL - total pressure loss. Areas under the curves correspond to
coefficients defined in Eqs. 4 and 5.

Blade Loading

Blade static pressure distributions are presented
in Fig. 15. The solid lines show the calculated 0
blade loading at 45 percent of blade height from CP
the top endwall, and the corresponding measurement
points are the P's and the S's. The calculated
pressures agree well on the pressure side, but on -I
the suction side the measured values are consist- \E
ently lower. This is in qualitative agreement with
the smaller turning and smaller exit flow angle "
from the calculation, seen in Fig. 8. -2

At the tip gap exit, some of the static pressures
measured on the endwall (E) are lower than in the .

calculation and some are higher. The difference
does not explain the smaller calculated tip gap -3- E S ES
flow.

5 S S

Discharge Coefficient
-4

A discharge coefficient for the tip clearance gap 0.0 02 0.4 0.6 0.8 1.0
has been defined by Moore and Tilton [4] as

X/cCD = u/ U()
C n t ( Fig. 15. Blade static pressure distributions. 45 per-

cent span: - calculated; P - measured, pressure
o is the area averaged normal velocity at any surface; S - measured, suction surface. Tip gap
section of the tip gap exit; and U is the tip gap exit - endwall: - - - calculated; E - measured. Tip

exit velocity from potential flow analysis based gap exit - blade tip: - - - calculated.

,n the cascade inlet free stream total pressure

Pto and a local tip gap exit static pressure Psex" calculated discharge coefficients. The calculated

in ref .rences 4 and 5, local static pressures were values are consistently lower after X/c 0.2, ave-I n r f e r n c e 4 n d 5 l o a l t a t c p r s s u e s e r e r a g i n g a b o u t 0 .6 2 c o m p a r e d w i t h a n a v e r a g e o f a b o u t

measured on the endwall in the tip gap exit plane. 0.72 for the measurements, in this region This[t was then assumed that there was locally no 0.2frtemaumnsithsego.Ts
variation in static pressure between the endwall appears to be the explanation for the lower tip leak-
vaite blae stip.Thecalculatiopressureen ret nFage flow and the smaller normal kinetic energy coef-
Ii show this to be a good assumption from X/c = ficient, in the calculation. Tile calculated discharge
1.6 soS t .i to he trgoodai ion dge. ut ucoefficients over most of the blade length differ

(S/Sb, 0.4) to the trailing edge. But up- Little from the potential flow value for a simple
stream, the static pressure on the blade tip is (two-dimensional) vena contracta.
lower. For comparison with the measurements; dis-
charge coefficients for the calculation results Loss Coefficient at Tip Gap Exit
are here evaluated using the endwall static pres-
sures at the tip gap exit. The local mass averaged total pressure loss coefficient

for flow at the tip gap exit can be evaluated using
Figure lb shows a comparison of the measured and
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6 5C =f punCpdz / f u dz~ (7)

Fpt,ex 0 0l n n Fig. 17. Calculated pressures on the blade pressure
surface compared with measurements and potential

The measured and calculated values are also com-

pared in Fig. 16. The calculated results show that
the small flow leaving the tip gap upstream of the Measured Calculated
first measurement location (station 1 in Fig. lOa) NKEC: 0.109 0.082
has high losses. This is probably mostly due to Residual tip gap ske: 0.011 0.020
convection of inlet boundary layer fluid, but the Dissipated tip gap ske: 0.098 0.062
values are locally higher than the maximum loss
upstream (C - 1.0). At mid-axial-chord the and
losses are ? reasonable agreement, but then to- TPLC: 0.071 0.071
wards the trailing edge the losses are higher; Dissipated tip gap ske: 0.098 0.062
this is associated with the smaller discharge Extra tip leakage loss: 0.169 0.133
coefficient and the non-uniform calculated exit
velocity profile, seen in Fig. 12. Actually, the In the experiment, the additional loss due to tip
total pressure loss coefficient, TPLC = 0.071 leakage, 0.174, was almost entirely explained by the
calculated for the whole tip gap flow agrees with sum of the tip gap losses and the dissipated second-
the measured value very closely. This is due to ary kinetic energy, 0.169. In the calculation, again
the combination of too little flow having too most of the additional loss, 0.147 is explained by
much loss. the sum, 0.133. But it appears that the calculated

flow has dissipated slightly more primary kinetic
energy in the bottom half, probably in the blade

Following the analysis by Dishart and Moore [5], wake. overall though, the calculation supports the
we may analyse the aditional losses due tip use of a simple model of tip leakage loss as due to
weae y nser the toan osse tos du tip gap loss and dissipated secondary kinetic energy.
leakage by considering the top and bottom halves
of the flow at X/c - 1.4, separately. There it AREAS FOR IMPROVE24ENT OF FINE SCALE MODELLING
was suggested that the difference between the
mass-averaged total pressure loss coefficients for Flow in Tip Clearance Gap
the top and bottom halves is a measure of the
extra loss resulting from tip leakage. Thus, The present calculation did resolve some of the fine

scale features of tip leakage flow, as seen in Fig.
Bottom half: 0.275 0.254 11. The flow separation from the blade tip at the
Top half: 0.101 0.107 inlet, the reattachment at about two tip gap heights
Difference: 0.174 0.147 into the gap, and the vena contracta with its assoc-

Dated region of low static pressure were all modelled
reasonably well, especially considering the near wall

The losses for the top half agree quite closely, grid spacing of 5 percent of the tip gap height. An-
.nd the calculation models the additional loss other feature which was well modelled is the fall in
within 16 percent. static pressure on the pressure side as the flow

Dishart ond Moore also suggested that the addi- approaches the sharp corner at the inlet to the tip

tional loss may be estimated by adding the loss gap. Figure 17 shows a comparison of the calculated
pressure variation with the measurements of reference

incurred within the tip gap, TPLC, and the amount 4 and with Rayleigh's two-dimensional potential flow
.fdissi pated tip leakage secondar kinetic theory for flow from rest entering a slot. The cal-
energy. The latter was found by subtracting the culation shows the pressure falling over about two

residual tip leakage secondary kinetic energy at tip gap heights, in good agreement with the other
X/c = 1.4 from the normal kinetic energy coeffici- results.
ent, NKEC, at the tip gap exit. Thus

A result in Fig. 17, which is important numerically,
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,static pressure coefficient in the core of the leakage
0 X/t 7 vortex is about 6Cps 0.5 lower than that of sur-

rounding fluid at the same pitchwise location. Some-
Fi.1. Tip gap wall static pressure distribu- preliminary measurements indicate that this differ-
tions, plane ba-7aa, see Fig. 10b. Calculated: ence is actually about.!.!. So we turned off the
E - endwall; T - blade tip. turbulent viscosity in the vortex in order to in-

crease the secondary velocities and lower the core
static pressure. This viscosity reduction was done

is the difference in static pressure between the for distances larger than the tip gap height away
cone. point and the near corner point up the from the endwall and, at X/c - 0.96, for distances
pressure side. This is seen to be 80 percent of greater than 10 percent of the pitch away from the
the difference in pressure between midspan and the suction surface. The net result of this was to change
corner, in this case 6C - -5.2. Clearly a finer the character of the secondary flow which developed

grdwudadter suineathcre. the spanwise outflow seen in Fig. 19a instead of an
g r l d w o u d a d t h r e o l u i o n n e a r t h e c o r e r .e n h a n c e d c i r c u l a r m o t i o n . C o r r e s p o n d i n g l y t h e r e d u c t i o n

Unde th bldethe tatc pessre dstrbutons in static pressure in the vortex core was not changed

tin the blade tip and on the endwall are as shown significantly.

in Fig. 18. The calculated results are the T's and Taln deFothe E's, respectively. There are two principal T a l n d e F o
differences between the calculations and the meas- Anital3Dfocluainwspeordwhh
lirements; the minimum pressure on the endwall, at includedia cuvaur modwiicuation wa formuled winh

/nd the s ta low apesrs in the meaueets, d the outer part of boundary layers and in shear
andt eten lo sttic preres oth blad tip9 nder layers. The modification is described in Appendix A.

not xted fom he ornr, a C s -5., uder This calculation gave a mean exit flow angle, 8, of
the blade. This basically says the calculated vel- 29.5 degrees compared with the corrected value of
ocities at the vena contracta are not large enough 26.1 degrees from the measuremuents. The error was
and therefore the discharge coefficient is too also present at mid-height, suggesting that the cause
small, as seen in Fig. 10. Contributing factors to was two-dimensional in nature. A series of two-
this may be inadequate mixing after the venn con- dimensional flow calculations was performed to gain
tracta and too much mixing before the vena con- understanding of this behavior. This gave the
tracts, following results:

Flow in Tip Leakage Vortex 2-D flow calculations et

rhe tip leakage vortex was modelled quite well as Withou curvature modification 28.1'
seen in Figs. 4 and 5; the size and location of Wt En atu re siaton 27.4'

the vortex and the peak Ioss level were in good + Enanced pressure side trblnc de 27.4*

agreement at X/c - 1.4. But it wits noticed that+Lairpesueidtalngde 64

the calculated secondary velocity vectors were The 3-D flow calculation was then repeated with the
.tbout 30 perceit too high and there was excessive curvature modification plus enhanced turbulence in,-onvection of low loss fluid tinder the vortex.
Part of the reason for these differences is that the pressure side boundary laver plus a laminar

we tiedin hiscalulai,, toenhncethepressure side trailing edge, and including the

w tr ed~ o n the s lak ae vo t e n e h laminar vortex flow model discussed above. This gave:

Figure 14 shows the' calculated results f-,r secon-
'3rv ve~ocitv ilnd static pressure just upstream ot
the trailing edge, it X1, - 0.96. fThe minimum
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Steady Flow Conservation Equations are as follows.

Mass Tip Gap Reynolds Number
V'pu - 0 The corrected mean exit velocity at plane 7aa is 1.46U0

Momentum or 29.1 m/s. This gives a tip gap Reynolds number

pu-Vu - (V-wV)u = V'u - Vp ReSt 
= 
Pu6t/wz 

= 
8500.

Contraction and Discharge Coefficients for Tip Gap

Prandtl Mixing Length Viscosity Model
Rayleigh s.jws the theoretical contraction coefficient

U = iW + it for potential flow is 0.611. A two-dimensional contrac-

tion coefficient, a, calculated from the measurements
lit L °2[Vu:(Vu + 1--u )]I/2 is

[- + = C l/2= 0.52.

Near-wall grid point correction 
o pt'l ps,min

[U( 1/2 An overall discharge coefficient can be evaluated from
=ef [u,6.i +

Cu = _ = 0.72.

Mixing length, L U (Cpt l C )l

L - smaller of 0.41 y The effect of mixing in the tip gap, with its corres-

0.08 6F ponding pressure rise, is seen to be an increase in

the discharge coefficient from 0.52 to 0.72.

y - distance to the wall
y wdidthn to shea l buThe potential flow with mixing analysis [41 gives= width of shear or boundary layer

T= curvature modification factor C2 = [ ( 2]
1 / 2 =

084

C D= a [I - 2(a - a )] = 0.844.

Van Driest correction This agrees well with the data of Wadia and Booth.

S= 0.41y(l.-exp[-yV / 26u.]) However, a contraction coefficient, o = 0.52, gives

C 
= 

0.73. While this is in good agreement with the

dyscharge coefficient of 0.72, there is a discrepancy

here concerning the apparent contraction coefficient

which needs to be resolved.
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Discussion

M. RACHNER, DLR, GERMANY
A remark and a question:
The remark: This rather complicated recirculating secondary flow might require a higher

level turbulence model than the algebraic one you use. In the gap region the velocity
gradient will produce a high level of kinetic turbulence energy. So it may be
important to take into account the influence of convection/diffusion of turbulence
energy and turbulent dissipation. In my opinion a k-e model (or another two-
equation-turbulence model) is minimum here for turbulence closure. As you use a
pressure correction scheme it should not be very difficult to implement it.

The question: Do you plan to abandon the present algebraic turbulence model?

AUTHOR'S REPLY
The authors agree that the tip leakage flow produces turbulence kinetic energy as it mixes

to fill the tip gap. It would be interesting to use a turbulence model which includes this effect.
Two-dimensional flow calculations made by the authors [81 have shown that a higher ordei
turbulence model is not necessary for modeling turbulent flow and heat transfer within the tip
gap.

R. CHIMA, NASA LEWIS, U.S.A.
Is there a physical reason why the flow in the tip region should be nearly normal to the

blade surfaces?

AUTHOR'S REPLY
Flow entering the tip gap on the pressure side of this blade has little momentum in the

throughflow (streamwise) direction. For flow through the tip gap the static pressure is a
minimum near the tip gap entrance. Under the action of the resulting pressure gradient, the
flow gains a significantly larger momentum normal to the blade upon entering the tip clearance
gap.
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TIME-MARCHING METHODS FOR SECONDARY FLOW ANALYSIS IN CURVED DUCTS

by

M.NMarini. A.Massardo and A.Satta
Dipartimento di Ingegnena Energetica

Universita' di Genova
Via Montallegro 1, 16145

Genova
Italy 92-16071

SUMMARY x,y,z,r, ,, denotes derivative in

Compressible rotational flows in curved xe', etc. direction.

ducts due to inlet total pressure 1. INTRODUCTION
gradients are analyzed. Two different
time-marching methods are briefly A wide range of flow fields can be
presented and utilized for the analysis solved nowadays with minor simplifying
of the development of 3D flows. The former hypotheses thanks to the aid of the
is a finite volume explicit method, the current computers more and more powerful.
latter is a finite difference implicit One of the most fruitful approaches
method. These methods are successfully consists of the time-marching methods,
compared each other and with other especially devoted to the analysis of
methods. A first analysis of secondary compressible and transonic flows in
flows concerning constant section curved complex geometries as turbomachinery
ducts with a curvature of 90 deg is cascades. However, the need of easily
carried out comparable results makes the study of the

flow in simple geometries, as curved ducts
LIST OF SYMBOLS / with constant transverse section,

c =\u 2 +v2 +w
2  particularly noteworthy.

The time-marching methods are simple ande : total energy per unit volume; versatile if compared to other methodsEFVM explicit finite volumes method; capable to face the same problem, so they

had a noticeable diffusion. Here the 3D
F,G,H : flux vectors; flow within a curved duct is studied
IFDM : implicit finite differences method; through two different time-marching
J : Jacobian of the coord. transformation; methods , an explicit and an implicit one.

ratio of specific heats cp/cv; The explicit methods have a simple
°L half height of the duct; structure but require long CPU times since
n time level; their stability is strictly conditioned by
p static pressure; their time-step. The implicit methods need
Pt: total pressure; a heavier analitical and programming work

but, at least theoretically, they are
: vector of dependent variables; strongly stable.

R : gas constant; Such characteristics are quite known,
T : absolute temperature; in the present work attention is focused
T*: total temperature; on the applications of these methods to
u,v,w : components of velocity in x,y,z the engineering problem of secondary
directions; flows. It was analyzed by solving the
U = u 9x + v y + w gz unsteady compressible Euler equations by
V = u l1x + v 4y + w z means of time-marching techniques , as the
W = u x + vby+ w z phenomenon is essentially inviscid.

For a given simple geometry the methods
: elementary transformed volume; are compared each other and with results

x,y,z : physical reference system; available in literature. Such a test is
p : density; important in view of the application of

secondary deviation angle; time-marching methods to the 3D
6+ forward difference operator; configurations that are typical of
6 backward difference operator; turbomachinery.
q curvature angle;

: explicit method damping coefficient;
ni ne implicit and explicit damping
coefficients used in the implicit method; 2. SOLUTION OF THE FLOW EQUATIONS -HROUGH
, r transformed reference system; TWO DIFFERENT TIME-MARCHING METHODS

Nondimensional variables are referred to The Euler equations, governing the
inlet total conditions: unsteady 3D compressible flow, written in

conservative form and referred to a body-

P-P/Ptlr' T=T/Ttl , c=c/ATtl etc .... fitted coordinate system are

Sub cr-,-- + -. = 0 (1)

concerning inlet section;
m : averaged in tanqential direction; where the dependent variable vector Q is
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=J-I (p, ou, Ov, ew, e]T  (2) 2.1 The explicit method based on the
corrected viscosity scheme

The flux vector F, G , H have the
following form The former method developed for the
F=j-l +T analysis of inviscid compressible flows

F=.[-'OuU+;xP CvU+ y PPwU+zp,(e+p)U] takes its origin from the one stepS  Y w  
T explicit method ot corrected viscosity

, lT3]. The Euler equations are integrated in- T  time by alternating steps of the Euler and
R=J-[)Pu+Xpv; P'~W p'epW the Lax scheme , in the spatial threedimensions of the transformed space by the

(3) technique of finite volumes.
It is useful to introduce the second

U, V and W denote the contravariant order dissipation operator DAV
components of velocity : the velocity
components in directions , and DAy = ( 6 + 61'+ 6 7) + J+ S )
respectively. AV t. +

The total energy is given by the sum of where 6 and 6t , for example, are the
the internal energy and of a kinetic term; usual fbrward ana backward differences in
for an ideal gas it is defined : direction.

The explicit time-marching method of
1 2 2 2 corrected viscosity , to integrate the

e =-- + (u +v +w (4) Euler equations (1) in time, is written
n+l = Qn + 1/6 DAV( Qn)-

By recalling the equation of state ( p =

oRT ) a relation between the static
pressure p and the components of Q is - c/6 DAV(*) Z F Sm+
found :V m=1[F m~

p = (Y-1) le - 1 e (u2 +v2+w2  (5) + m Sm+ Hm (7)

The fluid dynamic simulation has been where
transferred from the physical domain
(x,y,z), delimited with the solid walls of a = c3 (1 - 1/6 LDAv( P)I)
the duct and the inflow and outflow plane
sections, into a regular computational The terms with * are updated every NV
domain ( ,,,) as shown in fig.l. iterations in order to achieve a stable
The grid generation with the related scheme that ensures a second order spatial
tranferring of the calculation from the accuracy. The damping term a must be of
reference system (x,y,z) to 9,q,, has order (l-L ),as a consequence the
been accomplished with an elliptic coefficient c3 is chosen.

Since the six lateral faces S. of the
cells are parallel to the coordinate
planes yj or orij ,they have a non null
projection in a coordinate direction only.
In the internal points V measures 2Z1and finite volume calculation coincides
witn finite difference approximation. Inthe points that lie on a solid wall the
cells becomes twice or four times smaller
and also the operator DAy has to be
modified to keep a secona order

., / 1dissipation. The boundary condition along
S / the channel walls is easily implemented by

using finite volumes :only the terms of F/ 1or G including pressure are conveyed
/ through the solid faces of the cell

" /Details about the calculation in points
.' \\ /V placed along solid boundaries can be.. ... found in (4 ].

The components of Q are updated in the
inflow section by applying the continuity
equation between the first and the second

Fig. 1. Physical and computational 3D section in 7 direction, in the outflow
domain. section by applying the three equations of

linear momentum and the equation of energy
between the last and the last but one
section.

tecnnique.It can be applied to the The time step ^,T , for the explicit
generation of two-dimensional and also to method here adopted , must satisfy the CFL
three-Jimensional grids t1],[2]. Metrics condition, it is verified every NV
are calculated with the same approximation iterations.
used in both time-marching methods. The
generation of the three-dimensional grids
by solving the full three-variables 2.2 The implicit method based on the ADI
Poisson system was not strictly necessary factorization scheme
for the simple geometries here analyzed,
however it enabled to writp codes that can The second method presented is an
be applied to a wide ranqe t geometrical implicit scheme based on beam and Warmingi
cases, approximate factorization procedure.
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The algorithm is fully described in geometries, such as curved ducts, in 8-10

[5] for bidimensional problems; an hours.

extension to three dimensional problems The metrics of the transformation are

has been developed [6). calculated within the code, as is

The solution of equations (1) is essential, for a conservative formulation,

temporally advanced as follows: the use of the same difference scheme for
the metrics discretization and the solver.

ZQn -= n + -- + ___8Q + The boundary procedures are isolated in a
+4EQ +E single subroutine; this strongly

simplifies the treatment of different kind
+ [( - - E)L 72 4 3 ] (8) of physical boundaries, and is made

2 possible by the dcaoupling of interior and
boundary point equations previously

-n= n+l_ n described.
The code has been tested in various

The parameters f and 8 may assume test case, both 2-D and 3-D, to verify its

different values, resulting in explicit accuracy and stability [6]

(9<0) or implicit (e>o), first or second
order (if e=e+i/2) temporally accurate

schemes.
In the present calculations we chose. x A

6=1, E=0.5; we obtained a three-level
second-order-accurate scheme. (

Spatial derivatives are discretized ' R -- Y 1Z
using central difference; adding an higher >
order term the equations assume the final A R2I
factored form: 

2

(I+--An -J-66j)(I+ -

1+4 r __4n-+

Or- - + n EQ~

- = - - - n

-.eJ-l[(6C6) 2 +(6 6 )2+(66) 2 ]JQn -.. : :

-G
H 

-H

where A,B,C represent the Jacobian matrix Fig. 2. Geometry of the curved duct here
of vectors F,G,H. The artificial studied a) projection onto the
dissipation terms are weighted by the two coordinate plane = const, b) 3D
coefficient n. and ne" view of the arid.

Equations 9) give three indipendent
sets of block three-diagonal algebraic
systems.

Following Steger's approach, AQ 'at the
boundary are regarded as zero. Such a
procedure leads to a complete decoupling 3. COMPARISON BETWEEN THE TWO METHODS
of equations for interior and boundary
points, and allows great flexibility in The computational codes implementing

boundary conditions impositions. the just described time-marching methods

At the inlet total pressure, total were applied to a test-case, about which

temperature and flow direction are flow field data were known, and compared

prescribed; three point extrapolation is each other.
used to obtain density. An example of 2D solution of the flow

At the outlet velocity components and within an elbow was chosen in order to

density are extrapolated and prescribed 3btain a first check as regards the

static pressure allows energy stability and the accuracy of the methods.

calculations. The incompressible flow analyzed by

Static pressure on solid walls is Johnson [71 cannot be solved directly
given by the normal momentum equation, through a time-marching method that makes
obtained from a scalar product between use of the Euler equations in conservative

eqs.(l) and the vector N'=(O, 7x ?y ,?z,0). form. An adequate value of the outlet

In simple geometries, such as the curved pressure p2 guarantees a low subsonic flow

ducts presented, where solid walls are where the influence of compressibility can

represented by cylinder with generatrices be neglected. In a constant section curved

parallel to cartesian axis x,y or z, the duct the static pressure in extreme
normal momentum equation reduces to a sections is the same, so the fixed outlet
simple tridiagonal algebraic systems, as pressure corresponds , through isentropic
in the 2-D case. Density and velocity at relations to Mach = 0.2 both at inlet and
the wall are given by extrapolation in the at outlet. The geometrical parameters of
phisycal space; tangent flow condition is the 2D duct are shown in fic.2a, the
imposed ignoring the normal contravariant reference length is the duct width s, the
component on the solid surface. internal and external curvature radii are

A computer code has been developed and R1 = 2.5, R = 3.5, two rectilinear
implemented on an Apollo DN4000 extensions goth upstream and downstream
workstation; this hardware allows three the elbow complete the computational
dimensional computations in simple domain.
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A 3D analysis was then performed by
considering the development of secondary

c . flows after a non uniform total pressure
- 71V distribution at the inlet of the curved

.31 ---- 7 duct. The inlet total pressure
distribution and the corresponding inlet

.2._

q 1P
1.--

ipis5 2. 25r 3.

~ 3. .41--- Ma, :
Fig. 3. Variation of velocity along F . . . . -.. j -

walls of the curved duct. A- / /

In fig.2b the 3D duct, extension of the .2- / 0

grid of fig.2a, is illustrated. The two - 9
reference systems used (see fig.l) are 0 1 [ I I I
indicated in both figures ; the 0 2. 4. I 8. 1. 1
transformed coordinate follows the
curvilinear axis of the duct, the
qconstant lines are orthogonal to it, the
coordinate coincides with the cartesian Fig. 5. Inlet total pressure gradient and
coordinate z. The first calculation corresponding inlet Mach number.
concerned a square section ( = const )
duct, the dimensions of the related grid
were 47x9x9. Only half of the grid points Mach number are shown in fig.5. The
in every direction are represented in reference total pressure is its maximum
fig.2b for simplicity, value ( Ptlz ). The variation of pt within
The boundary conditions in the extreme 6 is corresponding, through isentropic

sections are the total pressure and relations , to a linear variation of Mach
temperature (pt and Tt )and the two flow number from its maximum value to 30 per
angles ( zy and 3, ) at inlet, the static cent of it. By imposing the condition of
pressure p2 at outlet, symmetry, rather than the condition of

If the fixed quantities are set uniform
all over the extreme sections , a two-
dimensional flow is born. It was solved by
means of two codes with 3D structure. In 1 .0 1
fig.3 the velocities along the suction side
and the pressure side lateral walls
carried by Johnson (7] are compared with
the velocities obtained with the implicit
method. The agreement between the velocity 0. 7S
distributions is quite good, it was ____

repeated for different surfaces = const IFDM
to verify that the codes simulated a flow----------EFVM
actually 2D. The results of the explicit
method, not plotted here, are close to __.__

those of fig.3.

- T 0.2S
.8"

- 9).13.51

.6 __E 0.)
0. 1. 2. 3. 4. M-30 -20 -10 0 ar(o

Fig. 6. Averaged secondary deviation

Fig. 4. Variation of static pressure along angles according to the two time-
walls nf the curved duct. -marching methods.

In fig.4 the distributions of static solid wall, along the upper boundary =
pressure along the lateral solid walls Smax I only the lower half of the duct
according to the implicit and the explicit was analyzed. The hypothesis is that the
time-marching method are compared. The radial distribution of ptlat the inlet of
outlet static pressure was decreased the duct , whose height is 2L, is
(corresponding to Mach = 0.5) to consider symmetrical respect to DC (fig.2).
a case where compressibility played a In fig.6 the average secondary
significant role. The pressure diagrams of deviation angles, averaged according to
fig.4 are almost coincident, showing a the local mass flow rate, along the
good accordance between the methods, different sections of the duct. are
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illustrated. The continuous line joins the
results from the implicit method, while 4. THE SECONDARY FLOWS IN A RECTANGULAR
the dotted line joins the results from the SECTION CURVED DUCT
explicit method.
The primary flow is the flow in The analysis of the secondary flows

streamwise direction Z = const , as a that arise and develop within curved ducts
consequence the velocity components in the has been carried out with procedures that
transverse directions and n are the are classical at this time (8]. Some
secondary velocities, hypotheses are to be made in order to

evaluate the three-dimensional effects
u 9 + v y + w 9 induced by the deflection of a non uniform

U' inflow, without solving the full fluid

Vx
2

+ . y2 + gz
2  dynamic equations.

yi0) In the turbomachinery field an important
parameter is the secondary deviation

u q + v 7 V w q angle. Several authors suggested simple

V-7-2 correlations to evaluate it appriximately

x+ y + qz from the knowledge of few basic elements
of the cascade. The angle provided has to

The local secondary deviation angle is be attributed to the whole section varying
in radial direction. So it is interesting

a atan(V'/U') to calculate an average deviation angle
from the three-dimensional results (see

The average secondary deviation angle is previous paragraph) to be eventually
defined : compared to deviation angles from

correlations.
C m = atan(V' /Um) (12) Some features that are peculiar of the

m three-dimensional flow necessarily escape

f U'U'di the simplified calculations, indeed these
with: U1 features are captured by solving the

m  governing equations of the inviscid

f CU'dq compressible flow by ieans of the time-
marching methods, for example. In fact theIU ~ ~phenomenon of secondary flows, as stated

V m

f e'dq
The accordance of the averaged

deviation angles of fig.6 is mainly
qualitative, as an attentive obsever can
notice, because the curves superimposed
are sometimes shifted. A better result
would be achieved probably with more grid
points in any direction.

In fig.7 the contours of total
pressure in different surfaces = const
of the duct for the same inlet total
pressure distribution are shown. In
this case the two methods outline contours
that are somewhat similar but not /

coincident, however both the methods find 0
that the surfaces Pt = const rotate in
accordance with the secondary vortex
growing within the elbow. Such a rotation
is well known and has been pointed out and
examined by other authors.

0) ,Y4 2

"-0Fig. 8. Secondary components of velocity

>4s A O K in 4= const surfaces and vortex
development within the elbow.

Explicit method: planes 9=30", -60", -90"
before, is mainly inviscid.

Following the successful tests dicussed
in the previous paragraph, some

" J I" calculations of the 3D flow in curved
' . ducts with constant curvature radius and

. " transverse rectangular section were

( performed.''\l / 9 o i The displacement of the centre of the
_____m i __ secondary vortices along the coordina-

te has been considered in detail. The
secondary velocities in different sections

Implicit method: planes %=30", T=60', -;=90" 1-= const along the axis of the duct, for

the inlet total pressure gradient of fig.5Fig. 7. Comparison between the rethods. are shown in fig.8 . It is clear that the



In fig.ll the displacements of the
vortices for two different half-heights of

the duct, L=1 and L=2 respectively, are
_ _-_compared. In both cases vortices move

towards the suction side and the midspan
_____ _ !but the vortex centre keeps its position

__-______ _I j Icloser to the endwall when L = 1. In this
._______-____ case too the vortex moves in a different

way in tangential direction, the secondary
_ _ flow seems to be stronger when the frontal

_ _
-- -  section area is smaller even though the

total pressure gradient is the same.
(a) (b)

a line

radial (a) and
tangential (b)
velocity components.

b line

(C)
Fig. 9. Determination of the vortex

centre.

intensity of the secondary vortex -

increases while its centre moves both in
radial and tangential direction. In
fig.9a, 9b and 9c a procedure to deterrine - 9 = 9"
the position of the vortex centre is 9 = 18"
presented. The centre is found from the 27"

intersection of the lines joining the 99= 36"
points where the radial or tangential %) 50
components of velocity are null. 9)= 63"

The fig.l0 shows the displacement of ' "= 81"

the centre of the vortex for two different L=1
thicknesses ( 6=0.5 and 6=0.25 ) where the X. L=2
inlet total pressure varies. In both cases
the direction of the movement is almost
the same , the vortex moves towards the
suction side and towards the midspan.
Obviously the position is kept lower in
radial direction when 6=0.25 respect to
6=0.5, furthermore such a radial Fig.ll Secondary vortex centre displa-
displacement in every section in the elbow cement along the duct for two
is nearly constant. Meanwhile a greater different aspect ratios of it.
displacement in tangential direction
stands out ; at the outlet of the elbow
the vortex centre is nearer to the suction
side wall when 6=0.25. The total pressure
gradient is stronger for 6=0.25 than for
6=0.5 because the same variation of Pt
takes place in a shorter distance. The 5. CLOSURE
stronger is the secondary flow the longeris te dstace te vrte cenre oesTwo computational methods have been setis the distance the vortex centre goescoprdehotranuiledo

through. up , compared each other and utilized to
analyze 3D flows within simple geometries.
The comparison between the methods and

I D S. with results from literature has been
fairly satisfactory.

= 18" These preliminary calculations allow to

= 27 show the outstanding characteristics of

= 36" secondary flows and the possibilities of
9) = 50,!- 3D time-marching methods. However the

= 63[ necessity to develop them on more powerful
= 81. -  computers making use of finer grids has

o-=25 come out.

... o=0.5 In the paper the development of
- - secondary flows has been shown, pointing

_ out the movement of vortex centres and the
influence of the aspect ratio and of the
thickness of the total pressure gradient
zone on it.

- NJ4 LL
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Discussion

F. KARAGIANNIS, NAT. TECH. UNIV., GREECE
Could you mention the CPU time necessary for the calculation, and how many steps are

necessary for the convergence to the steady state solution?

AUTHOR'S REPLY
4000 time steps were necessary to achieve reliable results by using the explicit method, 1000

time steps as regards the implicit method. But the total CPU time is not very different in the
two cases since every iteration of ,_he implicit method requires a longer time. A few days on a
HP APOLLO 4005 are needed.

M. IACOVIDES, UMIST, U.K.
Curved duct secondary flow is generated by the interaction between the boundary layer

fluid and the cross-stream pressure gradients which are induced by curvature. Did the authors
neglect the viscous effects in order to be able to develop their code more quickly or do they
envisage that inviscid comparisons can make a contribution to the understanding of such flows?

AUTHOR'S REPLY
Both the methods presented in the paper solve the Euler equations that govern

compressible inviscid flows. The nonuniform inlet flow, that gives rise to secondary flow
development within the duct, can be due to upstream viscous effects or other causes. Since the
phenomenon of secondary flows is essentially inviscid the solution of the Euler equations enables
one to carry out a significant analysis of this interesting example of rotational flow.
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I. SUMMARY Marks above symbols

Two-dimensional Navier-Stokes solvers rate of change with respect
are beginning to appear for the purpose of to time

analyzing fluid flow and heat transfer variable represented on
phenomena in turbomachinery. It is often base vectors aligned with
assumed that the Navier-Stokes' equations principal axes
represent the ultimate in precision and variable represented on
generality possible when the fluid is base vectors with
modelled as a continuum. Therefore, the arbitrary angular
advent of the high-speed computer has orientation relative to

spawned a number of finite differencing principal axes.

schemes aimed at solving these equations indicates vector
for steady and unsteady flows, both indicates special case
internal and external. O In the case of
compressible flows with heat transfer, some
of these schemes have had questionable
success in the approximation of II. INTRODUCTION
experimental data despite use of accepted
solution techniques and reasonable care in The analysis of viscous flow fields
maintaining rigor in boundary conditions. using the Navier-Stokes equations has
Stokes' hypothesis, with its implication of represented a daunting task since their
zero bulk viscosity for a viscous fluid, introduction in modern form by G. G. Stokes
may have a bearing on some of these in 1845. In fact, most of the problems
anomalies. This paper identifies two which could be solved using these equations
viscous, compressible flow phenomena, in were either trivial or of interest only in
the form of expansion waves, for which the demonstrating the properties of the
level of irreversibility implied by Stokes' equations themselves. The problem lay in
hypothesis appears to be suspect. the complexity of the velocity derivatives

associated with the deviatoric stresses.

List of Symbols For many fluid flows, such as a high
Reynold's number flow found in the

o, ,oy, 02, Normal stresses neighborhood of an airfoil, frictional
o1, o, oy. Shear stresses effects are very intense close to the

x - velocity component airfoil surface, where a no-slip condition
y - velocity component is satisfied. As distance from the airfoil

W z - velocity component, total surface is increased, the effects of fluid
work friction rapidly diminish until they are
small but not infinitesimal negligible provided that turbulence is not
variation a prominent feature of the flow.

normal strain rates Furthermore, many interesting flows aroundairfoils are essentially two-dimensional in

shear strain rate nature. In 1904 (Ref. 1), L. Prandtl

P absolute or thermodynamic observed that the Navier-Stokes equations
pressure could be significantly simplified for such

p mass density flows without great loss of accuracy except
7' absolute or thermodynamic in the immediate neighborhood of a

temperature stagnation point or flow separation. The
thermal conductivity two-dimensional boundary layer equations,

used extensively in flow analysis of
e internal energy per unit mass airfoils, are the simplified form of the

dynamic viscosity two dimensional Navier-Strokes equations

X second coefficient of viscosity derived by Prandtl.
D substantial derivative of
5t -ndicated variable The success of Prandtl's boundary layer

specific volume = 1/p equations in the analysis of flows
important to aircraft and turbomachinery

S control volume diagonal, matrix designers has often been cited as evidence
of strain rate component of the validity of the Navier-Stokes
coordinates, entropy equations. As mentioned in the summary, it

S diagonal matr x of principal is frequently assumed that the Navier-
diona atrx cofmpnc l Stokes equations represent the ultimate in
strain rate components precision and generality when employed for

S matrix of stress components in such flows. Nevertheless, problem
rotated coordinates continue to arise in the corroboration of

P. diagonal matrix representation calculated heat transfer coefficients frorr
of thermodynamic pressure both Navier-Stokes solvers and boundary
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layer solvers. In many recent heat v y
transfer experiments performed on gas
turbine stages, analytical predictions of I
heat transfer coefficients have fallen well
below measured values. The deviation "rr

appears to be endemic to compressible flow q -
regimes. Hence, the writers of this paper
became curious about Stokes' hypothesis
concerning the relationship of deviatoric 'N

stresses to pressure, and its consequences e,
for compressible, viscous flow \

calculations; particularly with regard to I., i N p
the Navier-Stokes Equations. by 0 / e

III. TW;O DIMENSIOCNAL ANALYSIS
i \ S

State of Stress and Taylor's Theorem 6x I \

Let us consider the state of stress

acting on a rectangular element of unit -

height on the plane, and locate the origin 
c"

of coordinates at the center of the
rectangle. Suppose the sides of the
rectangle to be of lengths Sx and by, as
snown in Figure I. Consider a stress
represented by a point function a, which is Fig. 1 Rectilinear control volume.
infinitely differentiable to any order in
tne interior ana on the boundaries of
Figure 1. Then by Taylor's theorem, one points p in face )', and q in face f: become
may find an expansion representing o on the coincident with center 0. In the limit,
rectangular domain to any desired degree of 5P is the infinitesimal surface force
accuracy. The expansion on the domain acting through plane S at point 0. The

ax x representation of 5F is

2 2 6F = e," [a_ (0)'-y + oay 0)-8x) +

8_ _ y 6 y e [0y(0)y + 0,. (0)-Sx] (4)
2 2

may be written as Now let ot, be the maximal angular

ac (0) . ) a2aO X~2 acceleration at any point in or on the
. .. .. X+ Y x -+ rectangle of Figure 1, and let p. be the

)x a+ y ax 2  2 maximal fluid mass density for unit height
interior to, or on the boundaries of the

0(0) X o()+ .04 2 *o control volume. Utilizing Taylor's

aa o0 x2 ... (I) theorem, an expression for the moment
applied to the rectangle by the surface

Now let e, e )be a vector basis such that forces can be developed, which results in
the following inequality.

e = (1, 0)
O,(0) CBy)2  0a(O2(0)

e. = (0 -. y (0)+ CO,(0)* (8x) 
2

-jay 12 3X 
2  8

The resultant surface force acting on face
f is 

2OY (0) (8y)
2 

+ &GY(0) . (8x)2
a(~JOo (o) Ox •y ay0 24 +ay 12 (0)

vF = el " a(O) ,6y - aIO- 2 xa ~ 2 2 X
O (0)O. (8x) 2 02 0,(0) . (x)

Co20(0) 8X8y + 0 (0) (1y)I + x+ X 2  24 jy2  8

OX2  8 Oy 2 24 1p .. (8X) +(8y)2

elo (0) ' c- '(0) .8x-8y + ~ (2eO (0) V ax 2 "J" One can construct a sequence by which
the rectangular figure may be reduced in

Regardless of the scale of the rectangle, scale approaching an infinitesimal limit a,
the expansion of equation (2) may be point 0. It is clear that equation (5)
continued to t.e- required degree of implies I a_ (0)-o.,(0)1 0 in thi case,
accuracy. showing that the stress tensor is symmetric

at an arbitrary point. This is a crucial
The resultant surface force acting on fact for any aniaiysis to follow, but i -.

face las anaiogous, and designated as dependent on the existence of the afo , -

8 . . mentioned sequence. Although hypothese.:

Let leading to symmetry of the stress tenseo
fit many flow conjtions., t 1,; rcoQnlsea

65 = 5. - 5P (3 that they may not apply to rarefied fIlow,
or t- hiohiv turbuient tlow:,,, :a. : , ::

As the rectangle i: reduced in a sequenct fluids with discrete molecular st.uzture,
such that tre 117:1 a. intinitesima.. the. required lmat cannot be roun.
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Orthogonal Transformation and where:
Principal Stresses (a0x+ayo,) +(ax - )-cos20 sin2e

The vector basis (e, e.) is orthonormal. 2 2 as

Consider a new orthonormal vector basis
((x, a.) rotated through angle 0 at point 0, (oXXOyy)
and let variable representations in the new S sin20 + oy cos28
system be barred. Then 2

8 = e, 8F. + e 2 8 FY 21= S12
(6)

8f= a,8F, + a 28 FY = (0,+0 X,)- (a.- On.,) . cos28 - OY, sin2
2 2

and
It is clear that matrix S, will be
diagonalized if the following condition is

8F. = -F cose + 8Fy - sine satisfied:

aFy = 8F sine + 8Fy COS8 ( cOs2e = Oxx-OyY

Let: 
2 ( o

=FYJ ay F 1 sin2e = V_ _

A 0, F.,2

A Oy O / When 0 satisfies equations (11),

a: 8Yl C~i -A-C 01
I = C.AC C=(12)

= fCose sine1 where: z
= -sine coso (a .) + (a. a )+02

2 ++
x

Equation (4) is a vector description of the
surface force acting through a small 2

element of plane S at point 0 of Figure 1. =y (ox,+ a,) - O,-o. +2

The following matrix equation may be = 2 - 2 o

extracted from ilt, taking the first of

equations (6) into account. It is evident that when the rectangle of

Figure 2 is near-infinitesimal and rotated
through angle 0 about 0, the stresses

8 = A( E) (8) acting on the faces of the control volume
are strictly normal._ These normal
stresses, embodied by o_ and U . , are

Now note that the principal stresses. It is also evident
that the work done on the rectangular

Sc C(8T) element of unit height may be characterized

where

C is the transpose of matrix C.

Hence,

\
(r -( A -C') (9) 9

The purpose of developing the orthogonal ,

relations is to find the value of 0 whicheIadmits the simplest representation of the a?
stress system. In view of the fact that

0Y, = 0, , the coefficient matrix for X

equation (9 may be written in the 0 A -e,
following way:

Let S. = C'A'C'

Then

S ", S' (10)
S 25 S1 Fig. 2 Orthogonal transformation of base

vectors to principal axes.
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by these normal stresses. A discussion of Orthogonal Transformation and
the linear relation between the local Principal Strain Rates
stress and the local rate of strain is
required in order to develop the Note that the elements of matrix S
implications of Stokes' hypothesis under represent the local strain rates, which
the Second Law of Thermodynamics. also form a symmetric tensor of second

order.
Rotational and

Rate-of-Strain Relationships Let:

Let U and V represent velocity c = au aV
components in the x and y directions axY- ay
respectively in Figure i. Utilizing
Liebnitz's formula, the total differentials 1 (a -Y
of these components are expressible as, 2 ay ax

Then,
d=La__xu. fl U a¢dy-

dU=a x Fy-( .dy * s= [ p

() t I Consulting Figure 2, it is apparent that

d V=e, dU + e 2 ' dV (18)
aU '  d x " avdV= .-ydx .dy,+ dV=a . d + a 2 .d- (19)t2 ayax ay d

j! (atzV !!U dx + (- -- dJ(14) In the barred coordinate system rotated
2 ax ay a through angle 0, equation (17) may be

written as

The local rate of rotation associated dV 0 (C*R'C') *dL+ (C.S*C') dL+C'H (20)
with the fluid motion may be expressed as,

W 1 curl V (15) The rate-of-strain tensor in the barred
2 system is embodied in the elements of the

Equations (13) and (14) imply that the matrix C-S'C'.
components of the velocity differential may
be written in the form of the matrix Now suppose 0 is such that
equation

[d 0 - cos2= x
2 C[di 0 dyl 2 +( 2 (21)

au au-+ x1 'I LU- - dt (o

1 (.U .VY) i + d V (16) sin28 =
2 XY

Then

Let:

d- dt C • S •C" Z,012

d t= dL.- 8H =av 2
dy - a7d dt

where:

-Z (C +C,) c 2~ 2R 2 2 +X

to 01

2Jy x)The rate-of-strain tensor has principal

axes. just as the stress tensor does. When
rhe base vectors (+C, .) are rotated to

Then equation (16) should be written as angle 0 defined by equations (21), they are
aligned with the principal axes, upon which

dv. RdL + S'dL (17 the local rate of strain is characterized

by pure dilatation components rtand to

It is evident that equation (17) is a Likewise, when 0 is defined by equations
linear combination of components such that (11), base vectors (a,, a.) are aligned with
R-dL embodies the effects local rotational the principal axes of the stress tensor.
motion, S-dL embodies the effects of
dilatation and distortion, and 6H embodies We next observe that for any anole cf
the effects of local temporal acceleration, rotation 0, including that defined f':
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equations (21), C'R'C'= R. Let us restrict perpendicular planes intersecting at a
9 to values satisfying equations (21), and point remains fixed regardless of the
let C designate the special cases of matrix orientation of the planes. Also after
C corresponding to those values of 0. Then Stokes, both Lamb and Schlichting concludedlet: that this arithmetic mean is equivalent to

the local thermodynamic pressure. We shall
=, also leave this hypothesis unchallenged.

S = •It appears, however, that one of these two
hypotheses leads to a problem with the

ai Second Law of Thermodynamics in one of two
8H* C 58H cases: either an expansion wave with

Hence, when base vectors (a., oa,) are cylindrical symmetry, or an expansion wave
aligned with the principal axes of the with spherical symmetry.
rate-of-strain tensor, equation (20) Continuing with our formulation,
becomes,

dV, = R dL+ S, dL+ 8H (23) p2 (27)

where The deviatoric stress tensor may be
I 01 represented by the following matrix;

s. = F-" al
D-I (28)

It may be seen that the exact , a("
differential of the velocity vector is
invariantly a linear combination of the
effects of rotational motion, dilatation Then
and distortion, and temporal acceleration. A = D + P.

The local state of stress is represented
by the elements of matrix A. This system Let be the matrix representation of
of components forms the second order stress the stress tensor on base vectors (a ,
tensor. The deviatoric stresses are those and let D. be the matrix representation of
due to the local dilation and distortion the deviatoric stress tensor on (x. a).
rates in a field of viscous fluid flow. Suppose angle of rotation 0 is defined by
They are obviously null when the fluid is equations (11) so that ((1, a,) are aligned
static. We now come to the task of with the principal axes of stress tensor.
expressing the linear relationships between The deviatoric stress hypothesis implies
the deviatoric stress components and the that a,,- o,= a '- yy," and hence that base
local strain rate components. vectors (OL, a2) are also aligned with the

principal axes of the deviatoric stress
Linear Connection of Stress tensor in this case. Clearly, the

Components and Strain Rate Components deviatoric stress tensor, and the stress
tensor itself, have coincident principal

Schlichting and Lamb (Ref. 1 and 2) both axes. Consequently,
gave extensive discussion of the Navier-
Stokes equations, and they both put forth A, = D. + P. (29)
the hypothesis that the normal components
of the stress tensor are linear where
combinations of the deviatoric normal
stresses, and the thermodynamic pressure. 5." 0
Neither author offered any support of this, 00 =

but we shall leave it unchallenged for the
moment, referring to it as the deviatoric
stress hypothesis. The assumptions that the fluid is

Newtonian and isotropic clearly imply that
These authors would treat the two- the stress tensor and the rate-of-strain

dimensional flow fields being considered tensor are in alinumut. This mpans that
here as special cases of three-dimensional the principal axes are aligned, and that
fields. Let z designate a third axis the axis of maximum shear stress
perpendicular to the x and y axes, and let corresponds to the axis of maximum shear
-P be the conventional representation of rate in the two-dimensional system being
thermodynamic pressure (Ref. 1). They considered here.
would give the deviatoric normal stresses
as, The alignment requirement is weaker than

it might at first seem. In fact, it gives
rise to the need for a seconu coefficient

-= = + P (24) to describe the effects of fluid friction.
Since dynamic viscosity is the only
property of a Newtonian fluid which could

UrY - + P (25) produce the effects of fluid friction, an
additional connecting relation is required
in consequence. Stokes' hypothesis

a,, - Pa (26) provides such a relationship; the question
being, 'is it correct?" We shall first

Following Stokes, Lamb (Ref. 2) showed examine the appearance of the second
that for a point in a field of flow, the property in two-dimensional flow fields.
arithmetic mean of the normal stresses
acting on each of three mutually Suppose that 0 satisfying equations (11)
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and (21) is fixed. In this case, the where:

principal axes of the deviatoric stress ay V
tensor and the rate-of-strain tensor are in -
alignment. Now consider Figure 3 in which

the base vectors (0,, P_,) are shown rotated
through arbitrary angle (p relative to 1 (a0  a
((X, a2) . Let (A, .9) designate a point in =y= Y - +
space referenced to the new system. We

shall express the components of the
deviatoric stress tensor, and the rate-of- Recalling equations (22) and (29), it is
strain tensor on base vectors (Ps, P2 ). at once clear that the elements of ] may

be expressed in terms of -U-', U Y, and

Referring to Figure 3, we define angle (p. The elements of S , correspond-
orthogonal matrix G as, ingly, may be expressed in terms of -,

o o , and angle (p. The expressions for the
elements of both matrices may thus be

[cos op sin 4p written as:
-sin o cos 4P (30)

7 o=,'-(=+ n) (' "- or ")( + 2 cos 2 p (35)

_ _ 2 2 cos 2 q) (36)

2 2

-a, Z'Y ~~= C CYY) , (C o&Cyy) Co 2 p (9

2 - 2 cos 2 (38)

0 2 2

"X = 2 T') sin 2 (40)

Examination of Equations (35) - (40)
shows that even though the fluid isFig. 3 Orthogonal transformation of base isotropic and Newtonian, alignment of the

vectors from principal axes to stress and rate-of-strain tensors does not
arbitrary orientation, preclude the need for two viscosity

coefficients. Next consider two possibly
distinct viscosity coefficients, a and b,

Let - denote representation in the new and orient (P,, P2) so that they are aligned
system. Then with the maximum shear axis of both the

deviatoric stress and rate - of - strain
tensors. In this case, wp and we(31) have.

df= R'df + § Sdf + 8 H (32)

"- +a ( . C__ _ _

where: 2 2 (41)

8 1= G'SH d -"

A = G.D. G' + P.

-- D . G (I 2 b 2 C' (42)
S= G'SW'

G' is the transpose of G. Note that

The elements of 5 and 9 are respectively
the components of the deviatoric stress ( C 7+ 1 - + 7)
tensor, and the rate-of-strain tensor = _ = + -

represented on base vectors (0,, 02) . The 2 2 ay 2- -ai
matrices 5 and 9 are written out as,

Hence, for this special case,

[x *1Zi We thus conclude that the normal stresses
I (34) are purely the result of dilatation rate on

C the axis ot maximum sheai. Of course,



6-7

_ {s Letting p be the coefficient of dynamic
dxy = b 9 a (44) viscosity, it is apparent from equation

2 (55) that b = 2p. Since "a" remains

It is clear that frictional resistance to unconstrained, we may define a second
shear could be distinct from frictional coefficient X such that
resistance to dilatation; so coefficients (a - b)
a and b are possibly distinct, isotropic - 2
coefficients which must be connected by a
constraining relation. At the risk of Equations (53)-(55) retain their form
creating a non sequitur, we shall attempt regardless of the value of p . We shall
to show that Stokes' hypothesis retain the tilde, and use barred variables
constraining a and b fails on either the to signlfy values taken on principal axes
cylindrical expansion wave, or the in subsequent discussion. Equations (53)-
spherical expansion wave. (55) may be written as

The components of the deviatoric stress
tensor for any arbitrary value of angle ( p- p ( aQ +2 ac (56)
may be written as a-g

- - 1o=sP ;a _ U + .2-: 2p -EV (57)
2 C. C, -P (C _ -C,.) csV(45) ' a+ a (57)

ay a~Q, Z- - -b)co~ (46) a& I a
Equations (56)-(581 constitute the stress

b tensor in two dimensions. The distinction
- , sin2 47) between X and is based on the conditions

2 of symmetry and isotropy. They are fluid
property functions which should have

Examination of equations (45)-(47) shows consistent consequences under the Second
that alignment of the dev:atoric stress Law of Thermodynamics.
tensor with the rate-of- train tensor is
complerely preserved, even thcugh a and b IV Work and Enercy Relations
may be distinct. Next, we consider the action of the

In case of a rotation of base vectors two-dimensional stress system with regard
(41, 0_) through angle (p relative to the to the conservation laws. Consider the
principal axes, 'he following relations rectangle of Figure 1 to be a control
hold between the principal rate-of-strain volume of unit height upon the (x, y)
components -.nd partial velocity derivatives plane, as before. We shall assume that
in the rotated system: body force terms are negligible, ane that

there is no mechanical work done on the
surroundings of this control volume. Let

- -(ct s ia0 aV) the rectangle be rotated through angle 6
-Y a ,, =s2 -( Z sin2@(48 about point 0 defined by equations (11).axIf the rotated rectangle be reduced in a

sequence toward an infinitesimal limit,
aUr ai2 a q vf (49 then the surface forces acting through thetan2p faces of the control volume which are

normal to the (x, y) plane are the result

au + a; a av of the principal normal stresses, o. , and
v(50) (511. one can see that when the rectangleTV k- 7 = a P a- axes are aligned with the principal axes of

the stress tensor, then the flow work and
It follows that for any value of (p, momentum balance may be characterized in

terms of U., and GY, " The components of

a a b j a a the stress tensor taken on these axes are:

a& ap 2 b a apaa

a ' (a 2 aN -b j ( - a ? ) -X7M7r

, 2 ao)2v& +1+ a'v (59)

7rtlirzng equations (24 and )21 the
relation of the stress tensor to the rate-
9f-strain tensor mas be written as

As before, the x, -) coordinates are

S (a-b) .acav) b aO upon base vectors (a,, L-)which are aligned
2 [ b 5. with the principal axes of the stress

tenso: . On these base vectors, the
conservation equations take the following

a p (a--b) .EU + !V b form:

at ak aax (54Y



6-8

Momentum fact, forms a closed system. There is an
expansion process which takes place, but
there is no inflow or outflow. If the

au au U+ aU V 1 CF.= near-infinitesimal control volume, T, is
t My p oriented so that its principal axes align

. + . T= 1 s-. (61) with the principal axes of the stress
+ +tensor, as in Figure 2, then the rate at

Ft x 8y p which work is done on the control volume is
expressible as

First Law of Thermodynamics (Energy) a U) + a ax" 8;7 (63)
7"= aix + v XV (63)a (K aT) a K.aT)  am

IK-+- +K 0 I K- =p.-- when 8X and y7 are sufficiently small.
M_ 17) t Taking the momentum and continuity

equations into account, equation (63)

Be 7 - .LaU - (62) becomes,P. 8-7- 37 • • -d-al_& 7 (2

Equation (62) was derived for an open = Dt+ ( p +) . a-
thermodynamic system. However, in
examining expansion wave phenomena, we are (64)
particularly concerned with the unsteady :DU +D 2:(64
stagnation region at the center in Figures 2 Dt Dt
(4) and (5). The stagnation region, in

where the operator signifies a
substantial derivative. s f

Let ', be the net inflow rate of total
yenergy, and let T be the rate of

accumulation of total energy within our
near-infinitesimal control volume. Taking
the continuity equation into account, we
note that,

- De= {pD+U2*. + D7] 8fl (65)

Let L be the rate of heat addition to the
control volume. Noting that the control

0 volume forms an open system, the First Law
of Thermodynamics may be written as,

-(66)

The expansion of a cylindrical column of
gas which is infinite in height provides an
interesting exposition of the influence of
the normal deviatoric stresses. It has a

Fig. 4 Cylindrically symmetrical expansion stagnation region in which the velocity is
wave. zero for all time, but in which there is an

expansion which must be resisted by viscous
stress as well as pressure. We may imagine
such a flow being created by an expansion

Y wave with polar symmetry, concentric with
the center of the column, propagating
inward toward the center or stagnation
region. The wave is assumed to be perfectly
axisymmetric for all time.

The cylindrical expansion wave
considered here is infinite in the z-
direction, so it may be represented as a
planar flow. For the sake of simplicity,
we shall confine our analysis to the plane,

-- recognizing that with respect to the use of
X the constitutive equations, the stress

field should be considered as three-
dimensional, with rates of strain in two
dimensions in the case of planar flow.

Suppose that control volume, T, encloses
point 0 of Figure 4, which is the unsteady
stagnation axis of an expansion wave with
polar symmetry. For a control volume of
unit height, we write, r- 8X- 8y. We wish
to show that as r contracts about 0, it
forms a closed thermodynamic system with aFig. 5 Spherically symmetrical expansion direct interpretation of irreversibility.

wave.
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If m is the totality of mass contained limit at 0, we conclude that,
in T at an instant, we may write,

M p(0) .l(BY--) (ax-) + _- _a P (0) 1 y-) ( x-) m m
24 aj2

Note that in the limit,1 2pO (8.7, (k .... (67)
24 aT2  De - (74)

It is clear that for sufficiently small r
containing point 0, we are left with,

(x-) *(y-) =A (68) m m (75)P
It is understood that p is taken at the
central point of 'V. We conclude that the open and closed

Equations (63), (64), and (65) are the systems have the same limit at point 0.
result of writing the required point Now let S be the rate of entropy change in
functions as Taylor's expansions in terms r'. In this case, the Second Law of
of their values at the central point of Y; Thermodynamics may be stated for the closed
then contracting the indicated T to near- system T', and we write (Ref. 3)
infinitesimal size. Hence, the values of S +
the variables within the brackets in these - (76)
equations are the instantaneous values at m m T

the central point of Y. Let this be
understood in the discussion following, where

Note that when the central point of T I = W (reversible) - W (irreversible)
coincides with the expansion wave center, T = thermodynamic temperature

DU' and DV" must each be zero. In this The variable 1 is known as the internal
irreversibility or lost work. In a systemspecial case, then we may write which is not in thermal equilibrium, Q is

generally irreversible. Since the work
_ D c.+( ) r 2 integral is path-dependent, the variable

_Ar.tl + I generally includes the effects ofP2 Dt p p Dtj thermal non-equilibrium and viscous

dissipation. Equation (69) shows that the
1)J viscous dissipation may be isolated as a

.linear component of the work rate
P associated with the near-infinitesimal

(69) volume T, located at the center of the
expansion wave in the case of a Newtonian

Also as a result of V being sufficiently fluid. We let 1! be the component of
small with the wave center at its central irreversible work due strictly to viscous
point, the convective terms of vanish, effects.
and we may write

In a Newtonian fluid the gas mass m, as it
expands, meets frictional resistance

Tv- = -m (70) proportional to the rate of strain as Y'
changes. Letting v be the rate at which

Note that when ' is greater than the specific volume changes, it may be seen
infinitesimal, m fails to be a control that when viscous dissipation is absent, we
mass. It only becomes so in the limiting may write
case of contraction of T about the wave
center.=(77)

m
Now let T" be a volume on the order of

T in size, but let it vary in time such as ' is contracted about point 0 in
that m is fixed. Then T' forms a closed Figure 4.
system. We may write the First Law of
Thermodynamics for T' as, Finally, the normal stress at the

unsteady stagnation point 0 of the
- =1) cylindrical or polar expansion wave is not
m m aependent on angle (p shown in Figure 3.

where: Equations (45) and (46) then require that

W is the rate at which ' does work on its , and , be equal. Setting p = 0, we
surroundings. find that 8U aU in this case. It is
e is the total rate of change of e in Y'. M_ ay
Q'i, the total rate of heat transfer into
'. notable that the shear stress is zero for

any orientation at point 0 when this
On the other hand, equation (66) implies condition is satisfied, rendering angle 0
that on T, at the instant it contains m, of Figure 2 arbitrary. This is to say that

any set of mutually orthogonal axes, xand
WI (72) y, centered at 0 is a set of principal

m m axes for the polar expansion wave
stagnation point.

It we suppose that point 0 is contained
in both 'V and YV', and that m is reduced to Referring to equation (69 , we should
zero by contracting both ' and T' to their write



6-1)

The momentum relations are:

Dr p p Dt (78) D P 1 X (88)

for sufficiently small T containing point DV 1 80,
0. Letting p represent the rate of change - (89)
of p at point 0; and noting that as T is Dt p 

contracted to the limit at point 0,
equation (75) holds, one may write, DW 1 (90)

_ = - +(A l) .(J)2 (79) Dr-P .-

I, The continuity relation is
Let 1 = limit -- as T' is contracted a- a- w __

M aUaV ,aW I. Dp(91)
about point 0. It is clear at once that, -y + -- p Dt
the dissipation function for the
cylindrical expansion wave may be written In the light of these, equation (87)
as becomes

P P;(80) -a. +; -l (.1R2 +21 a , av1

At this oint, we have completed

description of the required stress and work
relationships. (aw] r [D U2 + DV-2. DW2 'x '

+ 2 F- 8-6y-8F (92)
(,a8?)J 2, Di D Dr

V. INTERPRETATION OF VISCOUS DISSIPATION
FUNCTION Now suppose T to contain the stagnation

region of the spherical expansion wave.
Consider an expansion wave with Let m be the mass contained in Y, and

spherical symmetry analogous to the suppose T to be contracted about point 0,
cylindrical expansion wave just described, the origin of coordinates and center point
Suppose the wave to be set in (x, y, z) of the spherical wave. In view of the
coordinates with stagnation point located spherical symmetry of the expansion wave,
at the origin, as shown in Figure 5. Let we note that at the origin,
barred variables denote variables on
principal axes. 21.- PI at z (aW 121 1 PP)

On principal axes, the components of the ;x 'y) k ) - D (93)

stress tensor may be expressed as
Hence, if T is sufficiently small, equation
(92) becomes

-- au (81)
p DC -JX-P 2 DP + m (94)

o -- I P)1+ 2 p av (82) W1 f2 Dr 3X..1 ) p p Dtfm 9
o -p D-, W at point 0.

- I1  + 2 W (83) As shown for the cylindrical expansion
z- -- J-3 wave, the thermodynamic process at point 0

may be described as the limiting case of a
Wr, iYX 0 (84) closed system process. As T is reduced to

zero,

U, O, 0 (85) -
P  - ; + 1 "
M ( P (95)

U)". o= . 0 (86) For the spherical expansion wave, the

viscous dissipation function at the
It is important to note that expressions unsteady stagnation point is expressible
(81) - (86) are specialized forms applying as,
only when the base vectors of the 1 / 21 'k
coordinate system are aligned with the = - II
principal axes of the stress tensor.P P (96)

If T is a rectangular parallelepiped The expression X+ 2 p is commonly known
control volume of small extent containing
a point in (x, y, z) coordinates, and as the bulk viscosity, and Stokes'
oriented such that its principal axes are hypothesis is that the bulk viscosity is
aligned with those of the stress tensor, zero. Since the coefficient of dynamic
then the work rate may be expressed as, viscosity, 9, is a property of the fluid,

Stokes' hypothesis clearly implies that the
second coefficient of viscosity, X, is also*F +[8(i ' 8(o .i a(o,,' a fluid property. Furthermore, X appearing

S+ in equation (80) must be the same as that
appearing in equation (96) This may be

(- B . seen as follows:
Let (87)
Let ( , 92, 2) be aligned such . and 9
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coincide with the coordinate basis of reckon with the possibility that the

Equations (56)-(58). Clearly, we may Navier-Stokes' equations could lead to

consider a two - dimensional flow as a flow paradoxical results for some flows of

in ( 2, s, 2)coordinates in which 9- 0 at practical interest.

every point, and in which 0 and V do not
depend on 2 . In this case, the components 2) The isotropy assumption requires that

of the stress tensor in (A, ]7, 2) become the stress tensor, and the rate-of-strain
tensor, be in alignment with respect their

(aX, - a21 principal axes, and axis of maximum shear.

= p +2 (97) This restriction is weak, and the required
alignment is, in fact, guaranteed when two
distinct coefficients of viscosity, X and

SaU a) 2 av98) , are defined in accordance with equations
a=P + X + (56)-(58). One must then constrain X in

order to obtain unique values for the
stress components at a point in the flow

,a= a, 0 field. This is the obvious intent of

ZZ a(a a3 99)) Stokes' hypothesis, the validity of which
is difficult to verify.

:(a av' 3) The assumption that the fluid is

=Y I= c R (100) Newtonian implies that X and g are both
fluid properties, and are not dependent on
the dimensional symmetry of the flow field.

The equations for the components of the
= a =0 (101) three-dimensional stress tensor, when

specialized to two dimensional symmetry,
take on the form of equations (97)-(102).
This shows that if the deviatoric stress

ayz azy = 0 (102) hypothesis holds, then X and p as defined
from equations (53)-(55) are identical to

Clearly, equations (56)-(58) are a those defined in the three-dimensional flow
subset of equations (97)-(102). Hence, field.
equations (80) and (96) may be compared on
the basis of Stokes' hypothesis. We find Based on the derivations and reasoning
that the viscous dissipation function for set forth in this paper, the writers feel
the cylindrical expansion wave must be that Stokes' hypothesis that 2 = 0

1 = . .1 -(103) leads to a thermodynamic enigma.
p 3 1)

It is evident that Stokes' hypothesis is

On the other hand, Stokes' hypothesis equivalent to asserting that the

implies the enigmatic result that 1 thermodynamic pressure is the mean of the

expressed by equation (96) for the unsteady normal stresses acting on three orthogonal

stagnation point of the spherical expansion planes intersecting at a point. It is also -

wave vanishes. This implies that the evident that in a closed thermodynamic

expansion occurring here has no internal system, the work passing the system
dissipation, a conclusion seemingly boundary is strictly due to the action of
iscosiaton, ai couion the thermodynamic pressure if and only if
inconsistent with equation (103). there is no friction. In this case, the

irreversibility of the system is due

VI. CONCLUSIONS strictly to non-equilibrium heat transfer-
there being no change in entropy due to

The appearance of a second coefficient work transfer.
of viscosity in order to complete the
connection of the stress tensor to the
rate-of-strain tensor for the flow of a

Newtonian, isotropic fluid is well-known mass at the center point of a cylindrical
and often documented. In flows with two- expansion wave is equivalent to the work
dimensional symmetry, the orthogonal rate/unit mass of an infinitesimal, closed
transformations required to rotate the thermodynamic system located at the center.

local coordinate system onto the principal It seems clear enough that the sa.e may be
axes of either the rate-of-strain tensor, inferred for a spherically symmetric
or the stress tensor, are particularly expansion wave.

simple and result in transparent formulae Now by Stokes' hypothesis, the viscous
for the principal values of thes tensor dissipatokesnctio thecente ofsthe

components. The derivation of the formulae dissipation function at the center of the
given here elucidates the following three spherically symmetric expansion wave as
points: expressed by equation (96) is zero. The

dilatation of an infinitesimal element of

1) The symmetry of the stress tensor is mass located at the center of the wave is
deper.dent on the assumption that each unopposed by fluid friction during the
control volume containing a point in space course of the expansion in this case.
has a properly contained control volume on Since the element would be expanding
which the flow is continuous and outward in all directions equally, the
differentiable, and which also contains the notion that there would be no internal
point. This dependence is clear in the dissipation in an isotropic, Newtonian
two-dimensional arguments presented here, fluid is unsettling.
and may also be shown to hold in three
dimensions. The assumption clearly fails
for all real fluids which have discrete On the other hand if the vi3cous

molecular structure. Hence, one must dissipation function dcLually does vanish
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at the center of the spherical expansion
wave, one would expect the same to occur at
the center of an expansion 'wave with
cylindrical or polar symmetry. Under
Stokes' hypothesis, this is clearly not the
case. Equation (103) expresses the viscous
dissipation function at the center of a
cylindrical expansion wave, and it is
greater than zero. This does not
contradict the Second Law of
Thermodynamics, but the inconsistency of
these results seems apparent.

The writes have concluded that both
expansion wave forms must, in fact, be
dissipative in their stagnation point
expansions. The fact that Stokes'
hypothesis results in one wave form being
dissipative, while the other is not, would
appear on the surface to leave the
hypothesis suspect, since both of these
expansion waves are non-trivial,
compressible flows. Examination of
equations (62) and (76), which embody the
First and Second Laws of Thermodynamics,
suggests that in flows where internally
disspative irreversibility is important,
one could introduce profound errors in the
local state point and heat transfer rate
calculations if the viscous dissipation
function is in error. In flows where
compressibility effects may dominate, such
as rotor relative flows in high
temperature, single- stage gas turbines,
the second coefficient of viscosity, X,
must be known with good accuracy if one is
to avoid this difficulty. The example
expansion waves taken in this analysis
raise the possibility that Stokes'
hypothesis, and therefore the Navier-Stokes
Equations themselves, lacks consistency at
times with the Second Law of
Thermodynamics.
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Discussion

C. HAH, NASA LEWIS, U.S.A.
Very interesting paper. Is there any evidence that the issues discussed in the paper have

some effects on turbine heat transfer calculation?

AUTHOR'S REPLY
We have no rigorous evidence that the issues addressed in the paper are crucial tW accurate

analysis of blade heat transfer in turbines. However, we are disturbed by the inconsistency of
analytical predictions for convective heat-transfer coefficients with respect to short-duration
experiments such as performed by Dr. M. Dunn on isolated turbine stages. We suspect that
there is more thermodynamic irreversibility associated with these experiments than closure with
turbulence models can account for. This study is an attempt to understand how this could
happen, and how thermal design parameters could be affected.

M. RACHNER, DLR, GERMANY
A remark: I compute turbulent flows in combustion chambers using the k-6 turbulence

model. In the Eddy-Viscosity assumption (the k-e model is based on) one can extend the
laminar Stokes law to the eddy viscosity and a turbulent bulk viscosity. I found that it had a
nonnegligible influence on solutions I obtained, whether this bulk viscosity term was dropped or
not. From that I feel, that the validity of Stokes law is more than only an academic question.

AUTHOR'S REPLY
Thank you for your remark. We are unable to predict Stanton numbers for turbine blade

rows with sufficient accuracy to satisfy our design requirements. We feel that we need a sharper
understanding of the fundamental hypotheses on which the Navier-Stokes equations rest in order
to remedy this situation. Our view coincides with yours. The true nature of the Stokes law
needs to be addressed. The incineration of a full-scale high-pressure turbine stage due to faulty
design analysis is not an academic matter to us.

M. FORDE, UNIV. TRONDHEIM, NORWAY
1) In regard to the transformation of the rectlinear control volume in Fig. I into another

coordinate system in order to avoid the symmetry assumption of oxy and vyx; isn't the
transformation just the same assumption?

2) Is Stokes' hypothesis valid both in steady and unsteady conditions? Can a really
unsteady turbulent flow change the hypothesis?

AUTHOR'S REPLY
1) The subject transformation has the purpose of finding the simplest representation of the

fluid stress system. In this system, there exists an orientation in which the effect of the surface
forces upon the control volume is manifest through purely normal stresses. The symmetry
condition (axy = oyx) guarantees that this orientation can be found. The interpretation of the
energy relations is much easier in a coordinate system with this orientation. We are not
avoiding the symmetry condition; but utilizing it to simplify the stress and strain-rate equations.

2) In principal, if the fluid flow is a continuum, and the fluid is Newtonian, then Stokes'
hypothesis should hold for unsteady flow as well. However, it is conceivable that intense
turbulence could change the alignment of the stress and strein rate tensors, or cause the
continuum assumption to fail. Under these conditions, the Stokes hypothesis could become
invalid.
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J. ADAMCZYK, NASA LEWIS, U.S.A.
What is the Knudsen number associated with your flows?

AUTHOR'S REPLY
The Knudsen number was not checked for the flows in question. I believe the question here

concerns the limits on the existence of the required sequence to guarantee symmetry of the stress
tensor. These limits were only pointed out to demonstrate the nature of the conditions on the
Navier-Stokes equations. The dissipative enigma described in this paper, in fact, holds partly as
a consequence of the symmetry of the stress tensor, and the linearization of the normal fluid
stress components. If the enigma is true, then one of the standard hypotheses fails. If one can
establish by experiment that the enigma is false, then the authors will have been shown to be in
error.

L. POVINELLI, NASA LEWIS, U.S.A.
1) The examples you have shown indicate the Stokes hypothesis used in the solution of the

Navier-SLokes equations, leads to inconsistent results for the cylindrical and spherical
expansions. Have you looked at other flows to see if this same inconsistency exists?

2) It would be of interest to see some further results because the invajidation of Stokes
hypothesis would have severe consequences for the numerical solution techniques that are being
pursued.

AUTHOR'S REPLY
1) These are the only two cases studied so far. It has been a progression from boundary

layer theory into an examination of the Navier-Stokes theory and into gas kinetic theory.
2) This is not the first time that Stokes' hypothesis has been called into question. It has

been controversial since the 1800's. Here are two examples where difficulties are encountered
and one must be cautious regarding the physics described.

H. WEYER, DLR, GERMANY
First thing to do is to define and execute a sophisticated basic experiment to demonstrate if

there exists the physical effect you try to calculate.

AUTHOR'S REPLY
Thank you for your remark. We have begun consideration of an expansion wave

experiment which could quantify the influence of the Stokes relation.
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COMPUTATION OF 3D-VISCOUS FLOW AND HEAT TRANSFER FOR THE APPLICATION
TO FILM COOLED GAS TURBINE BLADES

by
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Germany

SUMMARY 1 Introduction
The mechanism of film cooling and heat transfer on gas Euler and Navier-Stokes (NS) methods have found increased
turbine blades and endwalls is theoretically investigated by use as tools for turbomachinery blade analysis. Especially
simultanously solving the 3D Navier-Stokes equations for the problem of film cooling connected with heat transfer at
the flow field and the 3D heat conduction equation for the the cascade walls leads to strong three dimensional viscous
cooled blade, flow. Compared with ordinary CFD-methods (streamline
The coupling of flow calcul 'tion and heat conduction calcu- curvature, potential flow solver connected with boundary
lation in the turbine blades supplies the wall temperatures layer approaches, method of characteristics) NS-methods
and heat fluxes at the blade surfaces. These have to be taken give additional information about the following important
from measurements if a traditional boundary layer approach effects connected with film cooling:
is used for calculating the corresponding heat transfer coef- 0 film cooling ejection affects the bounadry layer and
ficients. primary channel flow. NS-methods account for this
Heat transfer coefficients and film cooling efficiencies result- effect.
ing from the 3D solution are presented. * interaction between film cooling and secondary flow
Additionally a comparison between measured and calculated Furthermore there is no need for additional boundary condi-
data is shown. tions at the edge of the boundary layer. Today the following

disadvantages have generally to be taken into account if NS-
methods are applied:

List of symbols 0 computer memory capacity is limited, so the fineness

a blowing angle of the computational mesh, especially near walls, will
% specific heat be coarser than the computational mesh of any bound-
D dissipation ary layer method. The boundary layer flow and its
E energy phenomena is described more simply. The coarse mesh
4F vector on the blade surfaces provides only a rough description
H rothalpy of the film cooling geometry, (holes etc.).
k Von Karman's constant, k = 0.4 a CPU-time!
X ratio of specific heats These disadvantages are strongly connected to computer
A thermal conductivity performance and will decrease with increasing computer
A viscosity
Pr Prandtl number power. The NS-code used in this paper is based on Dawes'
p pressure code [1} which was extended to take care of the following

density aspects:
S surface @ heat conduction and heat transfer at the passage walls
s distance along wall
T temperature e viscous terms in energy equation (diffusion)
t time
r shear stress a comprehensive representation of the stress tensor in
V velocity cylindrical coordinates with respect to finer grids
fl finite volume a the turbulence model includes the effect of turbulent
w rotational speed heat transfer
IWI vorticity
z, y, z cartesian coordinates a film cooling and effusion cooling (coolant flow)
z, r, r cylindrical coordinates a additional calculation of the 3D-temperature-field in
y distance from wall the blade subject to the channel flow and boundary

subscripts conditions at hub and tip.

blow blowing ~= Coupling of Navier-Stokes and temperature field
B, b blade calculation in the blade.
c cooling fluid Furthermore the code is vectorized for application on
e edge of the boundary layer CRAY - YMP and IBM-3090. On CRAY-computers mul-
eff effective titasking [21 is possible under UNICOS.
g gas side The code is handled on two different processors, one com-
I molecular putes the flow field and the other one works out the tem-
n normal direction perature distribution in the blade at the same time
nw next cell to the wall
Rey Reynolds-stresses
t total 2 Analysis
turb, t turbulent
r friction The Navier-Stokes equations in integral form using body
z, y, z in direction of cartesian coordiantes fitted cylindrical coordinates (z, W, r) can be written as fol-
z, V, r in direction of cylindrical coordiantes lows:
w wall Continuity equation:
o primary fluid at definition point

superscripts fI pdO + pldS=0)
T transposed t in is
4 wall coordinate
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and Momentum equation in x-direction: ity p.ff, defined by:

p.fj = J, + Pt (9)
pV.dil + + 'dS = ' §. +I pf.d (2) where , is the eddy (or turbulent) viscosity. The eddy(p viscosity relates the Reynolds stresses to the mean velocity

Momentum equation in p-direction: gradient. The turbulent heat transport is modelled by ma-
nipulating the molecular thermal conductivity At . This ma-
nipulation leads to an additional term in the energy equation

- jn pVrdf + is r(p14 V d s d , pf.df representing the turbulent heat conduction. The resulting
+p--t+effective heat conduction is now described by an effective

(3) thermal heat conductivityAqj. AI is calculated by as-
Momentum equation in r-direction: suming a turbulent Prandtl Number. A connection of two

different models is applied to describe tL - turbulent viscos-
ity and the turbulent heat conductivity. Both models are

~jfpldfl + J (pV, V + p)dS. = :FdS. + I pfdfl (4) described below.

Energy equation: Model 1 consists of the Baldwin-Lomax [3] mixing length
model, coupled with the Cebecci-Smith [4] near wall damp-
ilug model. The eddy viscosity is given by:

fnpEdn + js pHl'dS = WdS + js A~dS (5)
s ( pOn for y/< y_.,. inner layer

and the equation of state: for y > y outer layer

p = p(K - 1)(E - - (wr)2 )) (6) y/.. is the smallest value of y at which values from inner
2 and outer formulas are equal.

n is the direction normal to the surface S. The inner layer is modelled by the Prandtl-van Driest for-

with: =VV,)
T  mulation

0.. = a, = -2wrV., f . V'/r + rW+ 2wVA- P., =, PiWIW1 (10)
Rothalpy: H =cT1, - 1(wr)2 with I = kv(1 - ezp(-y+/A+)) and IwI is the magnitude of

the vorticity:
The stress tensor in cylindrical coordinates:

t '.. T v. J 1w1= ) fV- 'Vt)2 + ("S)-+( V -V".

T-. To T- (I1
and

-. 2 1p(8V - TVV) /A ir _(1%V.P a + P. lt (12) -

T-= A(t.+ T,) ".= A.

In the Baldwin-Lomax model A + is held constant:
Too 21,(! & + ,--V , , A + = 26 , whereas in this paper the Cebecci-Smith near

wall damping model is incorporated to define A+ as a func-
" r . , = r,, r. = 2p(- - - 1V1 ) tion of the freestream pressure gradients p,+ and p.+ :

0. Reynolds introduced the idea of time-averaging all quan- A+ 26 (13)
tities of V,p,T,p to account for the turbulent fluctuations 1 - 18 +p+)(
appearing in turbulent flows:

For stationary flow solutions p+ is set equal to zero and
V= V+ V', p +p', T=T+T', p= +p'.

The overlined quantity represents the averaged value and the P = with
"'.-marked quantity represents the time-averaged turbulent
fluctuation. These formulas are inserted into Eqs. 1-6. This approach accounts for the influence of freestream pres-
All additional new terms are neglected with exception of the sure or velocity gradient on the viscous sublayer [5]. The
so-called Reynolds stresses. The resulting Reynolds-stress- outer layer turbulent viscosity is described by the Clauser
tensor rR., is expressed by: formulation:

= (rij), 5 = - - V,'V - Wl' - V (7) pa.. = KICpFapF..FKIb.(y) (14)
where K, and C, are constants and F..k. = y_.F.

The Reynolds-averaged energy equation is completed by the The quantities of y,,., and F_,.. are determined from the
turbulent dissipation term Dg.,b: function:

= '-  F(y) = y IwI (I - ezp(-y+/A')) (15)
Db (8) F_,. is the maximum value of F(y) that occurs in a profile

with F(y, .. ) = F_,,.. The function FKIb.(y) is the Kle-
MoA and D are described with the help of a Turbulence banoff intermittency factc- given by:
Model.

Fxi.s(y) = (1 + 5,5(CKg..,//i.,..)') - ' (16)

2.1 Turbulence Model

The system of equations is closed by an algebraic, zero equa-
tion, turbulence model accounting for the turbulent shear
stresses and the turbulent dissipation mentioned above.
The molecular viscosity pt is replaced by an effective viscos-
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Model 2: The determination of the density Pc of the coolant presents
The turbulent thermal conductivity A, is described with the a difficulty. If Pc is given as a boundary condition the system
help of a turbulent Prandtl Number Pr, and the eddy vis- of equations (1-6) is redundant in determination. Therefore
cosity: the total pressure of the coolant flow is determined by means

of the following implicit formula (Eq.28) and the assumption
A (17) Pc = P.-

pro

As links the heat conductivity to the turbulent viscous ef- /(1
fects. Protis found from an expression given by Kays and F-.- (28)
Moffat 17]: MT- f. Z

Pr,= (a 2
/2 + acPet - (cPet)2(l - ezp(- --)))' (18) The coolant density is calculated with the help of this for-cPet mula and the relationship Pc = Pg.-• (Pe/pk)'1 .

with Pet = p,/lptPr and a = 1/vPt
The programmed value of c is 0.2 and the suggested value of 2.3 Fourier/Laplace Equation
Prtu for large y+ is 0.86. The effective thermal conductivity The heat conduction in the gas turbine blade is described
is expressed by: by Fourier's equation as follows:

Pr= (19 -5;=fA8 ~Td (29)

with n is again the direction normal to the surface S.
Because of the stationary character of the flow field solution

Pr = I + lst (20) of the Navier-Stokes calculation the time dependence of the
l1/Pr + (js,/p)/Pr, temperature in the blade can be neglected: OT/Ot = 0. If

the effective Prandtl Number. heat sources in the blade are neglected and constant prop-
erties As, (pc)B are assumed, Fourier's equation is reduced
to the well known Laplace equation:

2.2 Film Cooling Boundary Condition
Film cooling is simulated by varying the fixed-wall bound- -edS 0 (30)
ary conditions and satisfying all governing equations. The J, On
solution of the film cooling flow field should be stable and is
naturally strongly influenced by the manner in which bound- 2.4 Coupling of Navier-Stokes and
ary conditions are given. In this paper a blowing-rate Mi,,, Laplace Calculation
blowing angles a. and a,. and the total temperature To. of The connection of both independent calculations is worked
the coolant are used to describe the film cooling flow. The out with regard to common boundary conditions at the
assumption of equal-pressure-mixing closes the system of blade surfaces.
film cooling boundary conditions. MR. is defined by:

MW. PoV (21) Wall cell

P. V.0

_ T" blade wall

/ a/

,'" /Wall cell
!a .Va. Figure 2: Coupling and energy balance at blade surface

V X For diabatic walls the heat fluxes through the blade surfaces
can be described on the gas side and on the blade material
side by means of an energy balance at the blade surface as

Figure 1: Definition of blowing angles follows: q, = q (Fig.2).

The coolant flow is calculated from the following eqautions: with:
. t9TOn . 0 n,- .--... = -~g ,(31)

V~_ =Vcos a. (22) - O 9  O~
V si; a, co(23) or discretisized:V,. V= Vsin a. coso.t, (23)

V sina, sin a. (24) , .- T. = AT.b (32)
ori yidialcodnts An. A-nb32

or in cylindrical coordinates; The wall temperature T., the heat fluxes and the heat trans-

fer coefficient a. are expressed with this equation.

(25) a, is defined as:

V I.. = X sin -V.,,,_ cos (26) T

cos 0 + V., sin (27) a _ a,,S I N __ , T . - T _
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3 Numerical Procedure the heat conduction problem in the blade material is solved
The Reynold-averaged Navier-Stokes equations are numer- using Banach's iteration in space [11]. Eq. 35 shows the
ically solved using a finite volume technique with centred principle steps involved:

difference approximation to represent the convection terms. T(i,j, k) = F( T(i + 1,j, k), T(i - 1,j, k),
It is possible to use I-Grids in the case of unfavourable cur- T(i, j + 1, k), T(i, k),
vature at the leading and trailing edge of the blade profile.
As far as possible H-Grids should be applied because they T(i,j, k + 1), T(i,j, k - 1)) (35)
are much more recommendable using less computer storage The function F depends on the geometry of the blade.
and time. I-Grids require a full matrix of nine projected Eq. 35 is solved for every mesh cell and the iteration is ho-
cell face areas and the cylindrical coordinates (z, Vr) de- mogeniously fitted to the alternating boundary conditions.
pend on all node indices (ij,k), whereas H-Grids only re- To solve film cooling problems it is very important to build
quire seven projected areas and the coordinate-directions(x,r) only show (j,k) dependence. The computatinoal grids up a very general input procedure which enables the user

to simulate blowing situations of different kinds. Therefore
are quickly generated and controlled before starting the ac- a special input routine was drawn up enabling the user to
tual computational procedure. The applied grid-generator a very wall mes cell of the n r anplc- address every wall mesh cell of the computational grid and
is described in detail in [6]. The grid needed for the Laplace- to put in every amount of coolant flow. The main restriction
calculation in the blade is automatically generated at the is: The coolant flow properties have to be the same as the
beginning of each calculation procedure. Because of the use
of centred difference approximation two main numerical dif- p rim a n c low properties.
ficulties occur especially in convection dominated flow: tions:

s wiggles and shock-smearing
wiggles: short waves representable on a given mesh adiabatic wall
may interact and form nonphysical long waves
shock-smearing: shocks are smeared over several mesh or

cells I diabatic wall

• unstable time marching algorithm in some cases T, = 0.95L

The first difficulty is resolved by adding a certain amount of
artificial dissipation to the NS-model [8] to prevent wiggles T = 1.05T_
and to permit shock capture. The second problem requires T.
a stable algorithm in time such as the implicit schemes of- T, from Laplace-calculation in blade
Beam-Warming [9] or Briley-McDonald [10]. The disad- Film cooling may be connected with all options.
vantages of these schemes (not only these ones) being that
they require the solution of the implicit step to be retained
in computer memory. The artificial dissipation values are 4 Results and Discussions
additionally stored upon the viscous values of each equation The first part of this section treats the comparison between
(with exception of the dissipation quantity of the continuity calculated and measured data and the second one deals with
equation). With regard to this the numerical discretization evaluations concerning a real gas turbine stator available at
of the governing equations becomes: the DLR (MTU-VTlB). Because of the difficulty to get ex-

perimental data from measurements on heat transfer and
ifim cooling in real gas turbine passages the code validation

• AVOL,4k = AS+ + is carried out for a simple test case. All calculations took
Atc. cau,, place on CRAY-YMP. The flow was considered to be turbu-

lent without any transition in all cases. The obtained results
PFA.,%AVOLi,, + D(U)ip, (33) are presented in the following sections.

with
(p, 4.1 Comparison between measured and

= PV, rpV,, V, calculated film cooling data

AE = (pV, pVaV, rpVV, pVV, pHV)' Experimental data obtained by C. Liess [12] (1975) are used
for code validation. Liess measured adiabatic wall effective-

Fm = (0, =e., =Ti, =€,, =Ki+ AAT/An) T  ness and heat transfer coefficients on a flat plate downstream
of a row of inclined circular film cooling ejection holes. The

FA = (0, 0, -2wrV,, V.2/r + rW2 + 2wV,, 0 )T adiabatic film cooling efficiency (or adiabatic wall effective-
ness) is defined as:

nd56(0) =,153 + 15, +bx ,T. - T

the dissipative operator, where bb DJ, DK represent the T=a - Tt-
contributuions from each of the curvelinear coordinate di-
rections. [11 and [81 describe the dissipative operator in de- The flow field downstream of the ejection holes is found to be
tail. very complex and three-dimensional. Due to the complex
The discretization of Laplace's equation results in: flow field experimental data for film cooled turbine blades

are very rare.
FA4AS = 0 (34) The range of flow conditions is listed in Table 1.:

with Fq,, = (AT/An),,s Main flow Mach number M 2z 0.3
Main flow upstream of ejection turbulent

Usually elliptical equations such as Laplace's equation (Eq. Blowing rate 0.1-2.0
34) are solved using any matrix-solvers to find the more or Ejection angle a, = 35deg.
less correct values of the dependent quantity (here: tern- Spacing to diameter of ejection holes a/d = 3.0
perature) at any grid node (ij,k). Due to the coupling of Stagnation temperature of ejected flow : 350K
the channel flow and blade temperture problem the bound- Stagnation temperature of main flow 276K
ary conditions of Laplace's equation change with any time-
step during the Navier-Stokes calculation. For this reason Tabie 1: Experimental flow conditions.
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The experimental test section had a height of 10 cm, a width . -

of 5 cm and rectangular cross sections. The numerical ex-
periment was restricted to only one part of the test flow I . _

channel with periodic boundaries and the ejection influence J _ _ _

of only three holes. The upper part of Fig.3 shows the test - - -

section flow channel and the lower part of this figure illus- = I i
trates the discretization of the ejection holes on the given 0.4 M "-- 0.16-
mesh. Adiabatic wall effectiveness and heat transfer coeffi-
cient were measured over a maximum downstream distance 0- 0 .2
of xid = 80, which corresponds to the interesting range nf U,

gas turbine blades. The computational mesh consisted of 0.0
53 • 169 • 39 = 331968 mesh cells. Convergence was_________
reached after 2500 Time-steps or approximately 10.5 hours .
CPU-Time on CRAY- YMP. Fig.4 shows the heat transfer < . • M = 0.34_
coefficient as a function of z/d for the experimental and nu- LU computid
merical data without any ejection. The agreement is good. o.2
Fig.5 presents the distribution of the adiabatic wall effec-
tiveness for blowing rates Mu._ = 0.16/0.34/0.91 as a 0.0 xperimental -

solution to the computation mentioned above compared to I
the experimental data. Inaccuracies occur in the complex .6
3D-flow region downstream of the ejection holes. The in-
accurate modelling of the ejection holes (Fig. 3) and the . 0 M O .91
inexact description of the incoming boundary layer are some <
reasons for these effects. 0.2

A0 10 20 30 40 ! O 60 70 80
Calculational Domain X/o

Main Flow Figure 5: Comparison between experimental and numerical

data Film cooling efficiency.

., ' Ir d
4.2 Turbine stator calculations

CTable 2 presents the most important informatiou concerning

VIEW A Main Flow direction the blade geometry parameters and main flow conditions.

Aspect ratio 0.61
Number of blades 25
Inlet flow angle 90.0 deg
Outlet flow angle 21.1 deg

Exit Mach number 0.9
Pressure ratio 0.54
Inlet stagnation temperature 500 K

Figure 3: Test section and modelling of the ejection holes. Inlet stagnation pressure 1.70 bar

Reynolds number 1.OOE+6
Mass flow 4.7 kg/s

TEST-CASE.(HEAT-TRANSFER-COEFFIC~INT ,M=OTable 2.: Main flow conditions and stator baseline data.

In the following two subsections two test calculations and

their solutions are presented. Option I treats a calculation
without any film cooling but incorporates heat transfer at the

cturbine passage walls. The calculation of the blade temper-
ature distribution is coupled to the passage flow calculation.

- The gas turbine blade is cooled at hub and tip with constant
X experimenta temperature ( Tsu = T, = 380K ). Option 1 treats a

calculation with film cooling and adiabatic walls. 3000 time
steps are required for convergence in Option 1. Convergence

-, - is also reached after 3000 time steps in the case of Option 2.

. . . ...I ' . ." ' " 4.2.1 Option 1: Diabatic walls without film cool-
Zd ing, wall temperatures from Laplace calcula-

tion
Table 3 provides information on the mesh sizes used for

Figure 4: Comparison between experimental and numerical the flow and heat conduction calculation, about the Rate
of Data Processing (RDP) and the Computer Memorydata: Heat transfer coeffiecient without blowing. Requirement (CMR):



7-6

Simulation I IM /JM /KM mesh cells sucked away from the suction side. The influence of the sec-

Navier-Stokes 53/149/45 338624 ondary flows is visible. Near the hub the cooling films from

Laplace 28/80/45 93852 both blade surfaces combine. Fig.16 presents the stagnation
temperature isolines at the suction side of the blade. The

RDP 4.5- -10- 5 c wall mesh cells where coolant flow is ejected are clearly visi-
CMR 118.4 • 10" Bytes ble. Due to the influence of the secondary channel flows the

cooling film drifts away from hub and tip. At the trailing
Table 3.:Mesh configurutions, RDP and CMR. edge not far away from tip a small seperation bubble ap-

pears. The effect of heat conduction clearly occurs in the
IM, JM, KM are the maximum mesh size indices in circum- boundary layer where heat transport takes place in opposite
ferential, axial and radial directions. After every time step direction to the main flow direction. Fig.17 shows the same
of the Navier-Stokes calculation nt iteration steps take place effects on the pressure side, but no seperatiou bubble occurs
in Laplace calculation. nt is given by the user. In this spe- and the influence of the secondary flow is weaker. Fig.18+19
cial case nt is set to 8. The v..cid calculation starts after a present the stagnation pressure isolines at the suction and
certain time step number (nstart) which is set by the user. pressure blade surfaces. Big losses appear at the trailing
All viscid effects are neglected if n (time step counter) is edge as expected. Fig.20 shows the distribution of the film
smaller than natart. Coupling and energy balance (Section cooling efficiency as a function of the axial chord length c,.
2.4) is handled after every time step greater than natart. at mid span. The triangle marked curve shows the efficiency
The stagnation temperature and pressure distributions at at the suction side (il.d ,), the square marked curve presents
the blade surfaces are plotted as a function of radius (r) the efficiency at the pressure side ) The two peaks of
and distance along the wall (a). T/ ,,o and the peak of ild, show the place of blowing. The
Fig.6 shows the computational mesh at mid span for both adiabatic wall temperature is extrapolated with the help of
calculation options and Fig.7 illustrates the computational the static temperatures at the mesh cell centres close to the
mesh for the Laplace calculation in the blade. Fig.8 presents wall. So the wall temperatures will reach the stagnation
the local Mach number isolines on this mesh. The bound- temperature only for infinitely fine computational meshes.
ary layer contains three to six mesh cells, therefore the local Due to this phenomena on finite meshes 7

7.d is computed
Mach number strongly decreases at the blade walls. The bigger than it should be. This sets the maximum values of
temperature isolines in the blade are shown in Fig.9 at mid 7.d above the real maximum of 1.0. At the trailing edge of
span and at a cross-sectional plane at 40% of the axial chord the blade strongly viscous effects affect 17d.
length. Fig.10 compares the stagnation temperature in the
flow channel at the suction side and the temperature in the
cooled blade at the same blade surface. Data is given in
the centers of the mesh cells which are close to the wall.
Very hot areas are identified at mid span at trailing and
leading edge of the blade and cooler areas are found at hub
and tip as expected. Thn pressure side temperature distri-
bution looks similar but is found on a higher temperature
level. Fig.11 shows the stagnation temperature isolines at
a cross sectional plane at the postion J=115 (trailing edge:
J=123). The pressure surface is warmer and at the edges
of hub/pressure surface and tip/pressure surface very hot
bubbles are concentrated. Fig.12 illustrates the distribution
of the heat transfer coefficient as a function of the axial
chord length on the pressure side (square symbol) and on
the suction side (triangle symbol). The heat transfer coeffi-
cient obviously increases at the leading and trailing edge as
it should be.

4.2.2 Option 2: Adiabatic walls with film cooling
Table 3 presents the film cooling input configuration and the
mesh size.

Ejection angles:
as and a, 35-40 deg./90 deg.
Blowing rate 0.9
Stagnation temperature Ti, 350 K
Mesh size, IM/JM/KM 53/149/45 = 338624 cells Figure 6: Computational mesh at mid span in the flow channel.
Blowing at pressure side: J=65/66 and J=75/76
two rows of holes, at 23% and 37% of c..
Blowing at suction side: J=65/66/67
one row of holes, at 23% of c..

Table 3.: Film cooling input and mesh configuration.

RDP = 4.2 . 10-
CMR = 13.4 Mw = 107.2. l01 Bytes

Fig. 13 shows the positions of the ejection holes at the suction
and pressure side on the given mesh. Fig.14 presents the lo-
cal Mach number isohnes at mid span comparable to Fig.8
Fig.15 shows the stagnation temperature isolines at the same
cross-sectional plane as described in subsection 4. 2. 1. The
cooling film is pressed to the pressure side of the blade and Figure 7: Computational mesh at mid span in the blade
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plane A-B

/LE ITIP
hot cold

0.541

*~B

hot cold HUB

Figure 8: Local Mach number isolines at mid span, cooled Figure 9: Temperature isolines in the blade at mid span and
blade, without filn cooling, at a cross section.

Z LE ITIP /TE

499491.6 486.3

496.8

4/1.

THUB

389.6

412.8

424.5 1 430.8

~-401.2==E
~~ 383.8

Figure 10: Upper part: Stagnation temperature isolines at the suction side in the flow
channel. Lower part: Temperature isolines at the suction side in the blade
(without film cooling).
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SUCTION SIDE ~ , PRESSURE SIDE__________

Soo a PRESSURE SIDE.
/180 A SUCTION SIDE.

478.470

500
94.2 0

499.5 30
S200

100 /TE

486.4 496.8 0
( CM)

488.9

T HUB Figure 12: Heat transfer coefficient at mid span.

Figure 11: Stagnation temperature iaolines at a cross sec-
tional plane
(without film cooling).

SUCTION SIDE PRESSURE SIDE

EJECTION HOLES (J=65,66,671 K=1,3 ... 53) EJECTION HOLES (J=65,661 K=1,3 ... 53)

EJECTION. HOLES. (J.7576.......53

Figure 13: Postion of the ejection holes on suction and pressure surface
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LE

OU.06SUCTION SIDE I TIP PRESSURE SIDE

446.2

0.19 499.4

488.1

1.7435.6 424.9

T HUB

Figure 14: Local Mach number isolines at mid span, film Figure 15: Stagnation temperature isolines at a cross section
cooled blade. (with film cooling)

/LE I TIP /T

/2.4 0. 4. 7.
499.4 514 / 5.I 435. .3~

T HUB TE

Figure 1: Stagnation temperature isolines and film cooling at the pressure side.
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/LE I TIP Z TE

o0.8

1.22 0.59

1.40 15

1.69 1.49 10

T HUB TE

Figure 18: Stagnation pressure isolines and film cooling at the suction side.

/LE I TIP /TE
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Figure 19: Stagantion pressure isolines and film cooling at the pressure side.
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Figure 20: Film cooling efficiency at pressure and suction side.
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Discussion

M. FORDE, UNIV. OF TRONDHEIM, NORWAY
1) Did you have any convergence problems?
2) Did you try any variation of the density of the mesh near the wall and did you see the

influence?

AUTHOR'S REPLY
1) No, I had no convergence problems. I have to mention that film cooling accelerates the

convergence of the calculated problems.
2) The density of the mesh near the wall has a big influence on the heat transfer. The heat

transfer coefficient increases with an increasing density of the mesh. The influence of the mesh
density is low for very dense meshes.

K. BROICHHAUSEN, MTU, MUNCHEN, GERMANY
What special handling of the turbulence model did you use at the wall?

AUTHOR'S REPLY
A Baldwin-Lomax mixing length model was used, coupled with a Cebeci-Smith near wall

damping model. A turbulent Prandtl number from the expression by Keyes and Moffit was
used.

M. IACOVIDES, UMIST, U.K.
What was the y+ value at the near-wall nodes?

AUTHOR'S REPLY
The y+ value at hub and tip amounts to 2.5. At the blade surfaces y+ is about 1 to

1.5.

R. GRAY, WRIGHT LABS, U.S.A.
Were there any examples in your computations of situations resulting in increased wall heat

flux as a result of film injection?

AUTHOR'S REPLY
No, I did not observe this. But this also depends on the temperature field in the interior of

the cooled turbine blade.

F. LEBOEUF, ECOLE CENTRALE LYON, FRANCE
Are you able to capture the main kinematic features of the jet flow, particularly near the

orifice (counter-rotating vortices in the jet), for the turbine case?

AUTHOR'S REPLY
I am able to do this for test cases, where the injection holes are described well on the given

mesh. Here you can detect the jet vortices. For the turbine case I don't have enough computer
storage to describe the small injection holes. Only four to six mesh cells at the wall simulate an
ejection hole. This is not enough.

M. IACOVIDES, UMIST, U.K.
What is the value of y+ at your first mode from the wall?

AUTHOR'S REPLY
I don't know offhand.
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SUMMARY

A Navier-Stokes computer code has been used for angles, static pressures and losses. This paper
the calculation of the three-dimensional secondary describes a much more detailed comparison of the
flow in a cascade of axial turbine blades. A flow through a large scale linear cascade of high
comparison is made with experiment of the results turning rotor blades which produce intense
of various applications of a mixing length model secondary flows. Two experimental data sets were
within the code. The results are compared on the used, which differed in that the first had low
basis of mean flow data and also turbulent inlet turbulence, and the second had high inlet
Reynolds shear stresses. Substantial grid turbulence created by a grid placed upstream of
independence was obtained with a grid of 20,000 the cascade. For the first, mean flow data had
points; further grid refinement had a significant been obtained with a five hole probe at several
effect only on midspan loss. ._Large variations in stations through the cascade as reported by Walsh
the results were obtained with the different and Gregory-Smith [4] and Cleak [5]. ' This data
applications Gf the model, the best results set is used to provide comparisons for the
overall being obtained with laminar flow being development of the secondary velocities and loss
imposed for up to 80% of the axial chord away from through the cascade. The second data set consists
the end wall. The high turbulence activity in the of turbulence quantities obtained by hot wire
vortex core was not predicted; the flow close to traverses, (Gregory-Smith and Cleak, 6) and these
the endwall and blade surfaces appeared to are used to assess the effectiveness of the
dominate the calculated flow. The need for higher turbulence modelling within the Moore code.
order turbulence modelling is indicated, but
probably of greater importance is the accurate 2. CASCADEDAT
prediction of transition.|

The first set of experimental data used in this
1. INTRODUCTION comparison is mainly taken from that presented by

Walsh and Gregory-Smith [4]. They were studying
The development of computer codes for the the effects of inlet boundary layer skew in a
calculation of the viscous three-dimensional flow cascade, and presented results for negative, zero
such as found in turbomachinery blade rows has and positive inlet skew. For this comparison,
received much attention in recent years. The only the results for zero skew are used. Their
tapid advance in the power of computers has data for zero skew were subsequently extended by
allowed the code developers to consider an ever Cleak [5], who carried out one extra traverse
widening range of techniques and problems. There within the row and additional traversing
is thus a parallel requirement to ensure that the dounstream. The cascade consisted of large scale
codes are modelling the physics of the flow with rotor blades of 1110 of turning. Full details are
increasing accuracy. The three-dimensional flows given by Walsh [7], but the main design parameters
that are generated in the secondary flow region are given in Table 1. A noteable feature of the
near the end wall of a high turning turbine blade profile design is that while it was based on the
passage provide a particularly severe case for root section of a typical high pressure turbine,
the calculation methods, it was not directly geometrically similar. Rather

the profile was modified to give a similar profile
As codes are developed they are normally checked pressure distribution at low speed to that of the
by comparison with experimental data. However actual blade operating at transonic design speed.
through lack of time or sufficiently detailed
d the comparisons may be fairly limited. For
instEZi, only the inlet and exit flow for a blade
row may be compared and not the flow within the IAN&LL1
blade passage, or only flow velocities and not Cascade Desirn Data
losses may be compared. Whether such detailed
comparisons are necessary depends on the use to
which the code is to be put, and for some Flow Inlet Angle 42.750
purposes A limited comparison may be sufficient.
However as turbomachinery design advances, the Blade Exit Angle -68.60'
increasing demands for high efficiency and the
need to control the flow within the blading mean Blade Chord 224 m
that the requirements for a useful code are
becoming more stringent. Axial Chord 181 mm

A pressure correction code that has recieved a lot Blade Span 400 m
of attention and that is used extensively by
Rolls-Royce, is that of Moore and Moore [1]. A Blade Pitch 191 -
recent paper by Northall, Moore and Moore [2]
shows a comparison of the method for the VKI low Reynolds Number 4 x 105
speed annular cascade of turbine nozzles (Chord and exit velocity)
(Sieverding et al.[3]). Satisfactory comparisons
are made at three planes, one near the blade
passage exit and two downstream, and include flow
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The blades were set in the cascade with traversing The second data set was obtained with the grid

slots cut in one end wall as shown in Figure 1 placed upstream of the cascade as shown in Figure

which also shows the position of the turbulence 1. The hot-wire traverses were carried out at

generating grid used for the second data set. slot 1 at inlet, slot 5 at 55% axial chord, slot 8

Traverses were made with five hole pressure probes just before the trailing edge and slot 10

at eight slot positions, slot 1 upstream of the downstream. As described by Gregory-Smith and

cascade, slots 3, 5, 7 and 8 within the blade Cleak [6], the technique involved a double

passage, and slots 9 to 11 downstream. The traverse with cross-wire probes, which gave the

traversing was carried out for the half blade three normal Reynolds stresses and two of the

span opposite to the wall with the traverse slots, three shear stresses. For this comparison the two

so that reliable data close to the end wall could shear stresses are of interest, viz. the

be obtained. Upstream of the cascade the end wall streamwise/cross passage correlation (u'v') and

consisted of a belt whose motion provided the the streamwise/spanwise correlation (u'w').

inlet skew. For the data presented here, the belt

was kept stationary. The grid raised the inlet turbulence level to
about 4.5%, and also reduced the inlet boundary

Location of rid Coscade layer thickness. The inlet flow definition for
the computer runs was taken by pitch averaging
the flow at slot 1. The boundary layer details
with and without the gri" are given in Table 2.

41, Inlet Boundary Layer
700mm

4275

No Grid Turbulence Grid

_ 99% Nominal Thickness 39.6 mm 37.4 mm'L 11.0mm _
1 Displacement Thickness 6.0 mm 4.2 mm

200 Momentum Thickness 3.6 mm 2.2 mm

Shape Factor 1.7 1.9

150 Inlet Loss Coefficient 0.041 0.025

As reported by Walsh and Gregory-Smith [4],

100 I Isurface flow visualisation studies without the341 grid showed a laminar separation bubble on the

2 [ suction surface of the blades at about 80% axial

soI chord position. In the spanwise direction the
the end wall, where it met the separation line

0 due to the suction side leg of the horseshoe
vortex running up the suctiun surface of the

7 blade. With the grid, Cleak [8] observed that the
-50 t separation bubble was supressed, and he concluded

I that transition was taking place a little upstream

UI of the 80% axial chord position.

3. MOORE COD

-150 9 The computational method is that described by

/ Moore and Moore [1]. It solves the equations for
-_200 fluid flow by a control volume discretisation

10 process, which is different for the continuity and
Reynolds averaged momentum equations. The

- continuity equation is integrated over a control
250 volume with the corners being eight grid points.

The momentum equation is integrated over upwinded
control volumes as described by Moore [8]. This

-300 feature of the method allows the use of central
differencing to reduce numerical mixing, and yet
provides a stable set of finite difference

-350 equatior.. A minimum of numerical mixing or
'numerical viscosity' is important for a viscous
flow code which is to be used for estimating

-400 I  losses.

A mixing length model is used to allow for the
-450 Reynolds shear stresses in'the momentum equation.

Because no convection equation is used for
turbulence quantities, it is easy to specify
regions in the flow domain where the turbulence

-250 -200 -150 -100 -50 0 50 model is disabled and the flow is only affected by
laminar viscosity. Thus boundary layer

AXIAL DISTANCE (MM) transition can be simulated provided some prior

estimate of the transition point can be made.

FIGURE I. Caradm and Travarsa Stots
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A three-dimensional non-orthogonal 'i-j-k'
calculation grid is used. In this comparison the Comparison 1: Mixing Length Definition
constant 1' planes are approximately axial, the
'J' planes are aligned approximately with the The mixing length in the Moore code follows the
midspan flow direction through the cascade, and usual Prandtl formulation, i.e.
the 'k' planes are parallel to the end wall. A
typical grid is shown in Figure 2. It can be seen 1 - MIN (K n E., 16)
that some grid points lie within the blade, a 0

switch being used to activate the calculations at where n is the distance to the nearest solid
a given point. This feature, together with a boundary and 6 is the shear layer thickness. K
distortion of the basic grid shape, is used to and A are constants, 0.41 and 0.08 respectively,
increase the orthogGnality of the grid around the and E is the Van-Driest damping factor to allow
leading and trailing edges. for tEe near wall effects. In the complex

three-dimensional flow within the cascade, a
4. COMPUTED CASES problem arises as to the definition of the shear

layer thickness. In this comparison three
Comparisons of the computed results and definitions are investigated, and these are termed
experimental data were made with three parameters MXL1, MXL2 and HXL3.
being varied. These were:

The shear layer thickness, 6, is determined by
Comparison 1: Effect of varying mixing length looking at gradients of a shear layer parameter.

specification in the turbulence In HXLl, this parameter was related to the
model, non-dimensional loss of total pressure, such that

it is unity in the free stream and zero on the
Comparison 2: Effect of varying the regions in walls. A search was made along each of the grid

which the turbulence model directions, until some arbitrarily low cut-off
operated. value of gradient signified the edge of the shear

layer. The values obtained by the searches in the
Comparison 3: Effect of grid refinement. three directions were then averaged. However the

originators noticed that with the model set up in
A summary of the conditions are given in Table 3, this way, blade wakes appeared to mix out more
and the details are described below, rapidly than occurred in experiment. Thus a

modified model, MXL2, was produced which searched
only along the direction of maximum gradient of
shear layer parameter to give the shear layer
thickness. This tended to reduce the shear layer
thickness in the wakes, and thus also the mixing
length there, leading to a slower mixing out of
the wakes.

The third model, MXL3, used a different definition
for the shear layer parameter, basing it on mean
flow vorticity rather than total pressure loss.
The reason for this was that with the previous
definition, a single spurious value of pressure
could lead to the detection of a shear layer when
none really existed. It was hoped that a
vorticity based shear layer thickness would be
less prone to error and yield more smoothly
varying values for the mixing length.

Comparison 2: Turbulence Regions

As shown below it was found that if the whole flow
was specified as turbulent, the prediction of the
loss in the cascade was poor. In particular the
blade boundary layers, and hence the profile
loss, were excessive. In practice the blade
boundary layers are substantially laminar, and the
end wall may have a laminar boundary layer
downstream of the separation line caused by the
suction side leg of the horse-shoe vortex
(References 6 and 9). Thus it was decided to
investigate the effect of different areas being
specified laminar or turbulent as described below
and illustrated in Figure 3.

a) Laminar Flowfield. The flow was specified as
laminar throughout the flowfield, except in
the blade boundary layer region from 80%
axial chord to the trailing edge and also in
the blade wake (Figure 3b). As mentioned
above for data set'l, a laminar separation
bubble was observed at 80% axial chord on the
suction surface of the blades.

b) Turbulent Flowfield. The flow was specified
as turbulent everywhere.

F|CLJR~ * Mnw Cd~m ca4 et.tatnn Gv'md
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* 1.3 OLK A
a) Laminar Block 'A'. M21K A11 I XL1 BK A

Is fXPERIMENT

L. E. T. E. TIP a) Yew Angle (Degrees)

0.

C 7M idg pan
10 1 - -

I I HUB 0 20 40 40 W IGO 120 140 160 Ist 200
80% b) Total Pressure Loe Coefficient

b) 'Laminar' Run.

+ TurbuLent BLade Wake
L.E. T.E. TIP

TIP

0 20 40 60 so 100 120 iC14 0 to S 200

c) Secondary Kinetic Energy Coefficient

Any Span 02

801

c) Laminar BLock 'B". IL ..

0 20 60 10 Uo '00 12D 140 110 ISO 200
L.E. T.E. TIP Spenwiae Distance From Endwtlt (ae)

99 .1 -FIGURE 4 I Pitch Averoead Reulto For SLot 10

Comparison 3: Grid Refinement

The majority of runs were done with the 'coarse'

Sgrid shown in Figure 2. This contained 47 axial
Within 1Z Span by 25 tangential by 17 radial grid points, a total

of 19,975 points. The grid points in the plane
- - - -. . . sJ. parallel to the end wall were arranged with the

251 aim of minimising the skewness of cells and any
rapid changes in grid spacing. A 'fine' grid was
generated to test the sensitivity of the results
to grid size. This grid contained 60 axial by 36

tangential by 30 radial grid points (64,800
points), with the shape of the grid similar to

that shown in Figure 2.

FIGURF 3 2 Laminar BLacking Arrangements It may be seen from Table 3 that the common
computed set for all the comparisons is mixing

c) Laminar Block A. The flow was specified as length type MXL2, with Laminar Block A and the
turbulent everywhere except for a laminar Coarse Grid.

region, which was in axial extent from inlet

to 80% axial chord, in spanwise extent The comparisons are made by means of area plots of
from 40mm from the end wall to midspan secondary velocity vectors and total pressure

(Figure 3a), and across the blade pitch. loss, graphs of pitch averaged yaw angle, loss and

secondary kinetic energy, and area averaged

d) Laminar Blocks A + B. The flow was specified results for loss and secondary kinetic energy to
as turbulent everywhere except for the show their growth through the cascade. Of

laminar block A. and a second region, block B necessity, a selection of the results is presented
shown in Figure 3c. This extended downstream here, chosen to illustrate the mea- features.

from the 25% axial chord position for flow
within 3 mm of the end wall. 5. COMPARISON 1: MIXING LENGTH DEFINITION RESULTS

This comparison used both data sets, as indicated 5.1 Vortex and Loss Core Development

in Table 3. Comparison 2(a) used data set 1 to

compare mean flow results for the four different A notable feature of the measured mean flow is the

regions described above. Comparison 2(b) used way the passage vortex develops through the

data set 2 to compare turbulent shear stresses, cascade, and the consequent effect on the loss. A

Although mean flow data are also available from full description is given by Gregory-Smith and

set 2, comparisons are not made here because the Graves [101 for a slightly different cascade and

results were qualitatively similar to set 1. by Walsh and Gregory-Smith [4] for this cascade.
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Computed Data

Comparison 1 Comparison 2a Comparison 2b Comparison 3

Topic Mixing length Turbulence Turbulence Grid
Definition Regions Regions Refinement

Mixing length MXLl MXL2 MXL2 MXL2*
Type MXL2

MXL3

Laminar Block A Turbulent Turbulent Block A*
Blocks Block A Block A

Block A+B Block A+B
Laminar

Grid Coarse Coarse Coarse Coarse

Fine

Experimental Mean Flow Mean Flow Turbulence Mean Flow
Data Set Set 1 Set 1 Set 2 Set 1

* Some loss results for MXL3 with Block A and MXL2 with Turbulent are

presented also.

The development may be seen in the subsequent 5.2 Mass Averased Data
figures, but it is helpful to give a brief summary
here. The centre of the vortex appears at slot 3 Mass averaging the data across the blade pitch
close to the endwall and nearer to the pressure gives a quantitative assessment of some of the
than the suction surface. The secondary features seen qualitatively in the area plots.
velocities are low. and so the effect on the total Only one position is shown here, that at the
pressure loss contours is small; they are still downstream slot 10, Figure 4, since many of the
nearly parallel to the end wall. Proceeding
downstream the passage vortex grows in strength MX3 mLu A
and its centre moves towards the suction surface 8 M.2 ILK A
and then away from the end wall, and finally back 0 st. ILK A
towards the centre of the passage as defined by ,
the blade wakes downstream of the blades. The
loss on the end wall is swept up into a loss core,
and a counter vortex in the suction surface and .0
end wall corner generates extra loss in the
corner. The three-dimensional separation lines on
the suction surface feed loss from near the
surface into the main flow, causing a double loss & 3.
peak for the loss core. U

The area plots are not shown for Comparison 1. ,
The development of the vortex and loss core for : 0.20
MXL2 are shown in Comparison 2a. Figures 6 to 8 0
and MXL3 gives a similar development. The results
for MXLI and the comparison with MXL2 and MXL3 are
described as follows. s5

At slot 5, the experimental vortex centre is close

0to the suction surface, and the sweeping up of the a
end wall loss is quite advanced (Figure 6). The o
vortex is fairly central for MXLl, and slightly
closer to the suction surface for MXL2 and IXL3.
Proceeding towards the trailing edge MXLl still 4
has the vortex stuck in the centre of the passage,
with too low secondary velocities, and thus the
loss core is not realistically produced. The
secondary velocities for MXL2 and HXL3 are more
accurate, and they show some movement of the
vortex centre. MXL3 slightly more than MXL2. "2 0 20 0 4 m ,00 120 140 140

Downstream at slot 10. MXL2 and MXL3 show
reasonable vortex convection away from the end
wall and a reasonable loss core, although the I

blade wakes appear too deep, a common feature of 0
most calculations as seen in Figure 8. All the 9 &4
computations appear to give too much loss on the
end wall.

.20 0 n0 46 do 90 too 120 1.0 160
A Axis Chord

FIGLPE S - Hmas Avweood Lnae I SaiondayIr KF.
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features seen at slot 8 are repeated. The EXPIERI EXPERIMENT
secondary kinetic energy and underturning peaks
follow the same pattern, with outward convection TAL COEFICIENT
of the peaks as the vortex moves away from the end V ECTO SCALE 20 MPTRS/S[C cOTOURn ITWVALS I.2

wall for MXL2 and NXL3. MXLl gives a shallow peak 1 s .. . L s
and little convection. Closer to the end wall, '1 4 4

the computations give too much secondary kinetic 2 0. .N
energy and hence too much overturning. The loss tm .. o .: ,
shows that at midspan, MXL3 gives least loss, with a SO . .

MXLl and MXL2 giving similar values. The loss w . . . , d
peak has also been convected outwards and appears 0 ,:0

to be predicted well by MXL2 and MXL3 but poorly - L
by HXL1. Near the end wall all the computations N -0

give too much loss (although MXL3 does drop back 0 LA
very close to the wall), indicating too rapid -N o 2 4 0 GO N ,0 1 -X 0 n 40 D U aN IM 140

growth of the end wall boundary layer.
LANMNAR LAItiNAR

Figure 5 shows the growth of loss and secondary

kinetic energy' through the cascade. SECONDARY VOTES TOTAL PRSSUR CFICIT
Experimentally the latter grows fairly steadily VCORm ALE 2 HTRESEC CTOUR INRALS 0.2
through the cascade, reaching a maximum at slot 8 . .
just before the trailing edge, and then decaying 14 1tO P.

downstream fairly rapidly after slot 9 at 115% IN . ,0
axial chord. The three computations follow the 1m . .. . I0D
trend up to the trailing edge, with KXLl giving so ...............
about half the measured maximum, and the other two d ............
giving similar values, a little higher than that ............

measured. This accords with the descriptions of 40 -...
the vortex, where MXL1 generally gives too little i0
secondary kinetic energy, the other two being 0 . . - 0
fairly similar. Downstream, there is a drop to -N 0 M 4 60 80 IN 1 -N 0 N 00 0 1 120 1N I0

slot 9, but thereafter the measured decay in
secondary kinetic energy is not computed with any IgIL2 kK AtM f ,LkK tA*
of the models.

The measured loss is substantially constant up to SDARY.VELOIIES TOA PESURECOEFFICIENT

slot 5, but then starts to rise with an increasing wCTmSCALE20IfTwic
gradient up to the trailing edge. The computed 1,0 s 0 .'

results start to rise earlier, which must be due, ,N IN0

at least in part, to the lack of measurements in 1 . ...... to
the blade boundary layers. MXLI gives the most .............
loss and MXL3, the least. Across the trailing do ......

edge there is a jump in loss to slot 9, as do...........

trailing edge loss is included. The too deep
blade wakes (e.g. Figure 8) are reflected in the N .- . N 0 L
too large computed jumps in loss, with MXLI giving 0v '"... o -

the highest and MXL3 the lowest loss. The rate of -

loss' increase downstream is computed generally - 0 N 00 d 0 I2I 140 -n 0 n 40 D I00 A 140

well, but since the secondary kinetic energy is
not being dissipated correctly, the loss increase XL2 OK A MU OL2K A
is probably coming from the too rapid growth of
the end wall boundary layer, which was noted in MCO VOITIES TOTAL PS OEFICIENT
Figure 4. Additional evidence for this comes from - SCMOPVT C OT0tAKNTESWLS 0
the calculation of mixed out loss. Any increase ,t o S PS S too j S-
in this should come from new loss on the end wall. IN 2. I0
From slot 9 to slot Ii. the measured mixed out ......... m
loss increases from 0.2337 to 0.2432. that is by ...............
0.0095, or 4.1%. For MXL3, for instance, the . . .
mixed out loss increases from 0.2816 to 0.3097, .. .
that is by 0.0281, or 10.0%. " .

5 3 Discussio 0 0.

The difference in definition of the shear layer as -N 0 N 00 do s i IN , -N 0 N 00 do U 100 IN, I,

used by the mixing length models !XLl and MXL2 has
a significant effect on the results. MXLl gives a MXL2 TULIUNT IMU TURIENT
weaker vortex, which is much less mobile and it
produces too much loss. As described above, the SECONAYVEITIES TOTAL. PRESR CINIT
shear layer in MXL1 is defined so as to be larger - WCTOR SALE 20 PETS/MC CONTOUR INTERVALS 0.2
than in MXL2, so that away from surfaces the ,0 1. . , . P. . 5

mixing length and hence shear stresses are larger in . .0
for the same strain rate (or velocity gradients). ........

Thus it is to be expected that more loss is ........... .
produced and the generation of secondary .............
velocities is inhibited This comparison has 0 ........ .
allowed some quantification of the differences o - .. . 40

which arise. N 0.

-N 0 0 do Ut e 160 -No 0 N 0 U a IN in ItO

FIGURE A , Ara PLot. For SLot 5
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The differences between MXL2 and MXL3, which uses [XM|ENT EXPEIMENT
the vorticity gradient to derive the shear layer,
appear to be much less. The secondary flowfields
are very similar, with MXL3 giving slightly more SEC YVELOITIES TOAL C EFICIENT- VECTOR SCALE 20 METIS/SEC CONTOUR INTERVLS 0. 2
secondary kinetic energy and more mobility of the I . .. I I
vortex. However, although the maximum secondary ,4. .... " ...... .' ,

kinetic energy, given at slot 8, is greater than , . 1............
that measured, the vortex is not convected far ,W 100- -- " [ ienough from the end wall. The net secondary loss z "

for ?IXL2 and MXL3 are very similar, with the main . -

difference being in the midspan or profile loss,
where MXL2 gives a higher value. 40 -- 40

All these comparisons were for computed cases with 0 - o
laminar block A, chosen because of the observed
laminar flow on blade suction surface at 

midspan

up to 80% axial chord. It has been noted that LAINAR
these computations give too much growth of the end
wall boundary layer loss downstream of the blades.
Thus the laminar block B described earlier (Figure SOA VELOCITIES TOTA. PRESSURE cuICIENT

er VITRSCALE 20 PIETKSMC CONR ITERVA,,LS 0,.2
2) might be a way of reducing that loss. In order ........
to clarify the effect of turbulent and laminar 148 - ' ' 144 iiir
regions in the flow, the second comparison was 1 .. .
made. too too

6. COMPARISON 2: RESULTS OF VARYING TURBULENCE s , ,... Be....
RGIONS M 6

40 / 40'

6.1 Comparison 2(a) Mean Flow Data. Set 1 20 0. .

Figures 6 to 8 show a comparison of the
experimental data and the computed results sith - .lW0.I40-0040 40 -4 20 0 -10-140-us-l-0U4 -40 -X 0

the mixing length model MXL2 for laminar
flowfield, laminar blocks A + B, laminar block A, 2 O.K A.B M2 Lk A#B
and turbulent flowfield.

SEONARY VELOCITIES TOTA. PRSS COFITIENT

6.1.1 Area Plots VECTO SCALE 20 EC CTOU ImTEVALS 0.2

,1W *
%  

' ' " -
The results at slot 5 are shown in Figure 6. A 120

striking feature is the movement of the centre of 1200

the vortex shown by the laminar case, which is in tM - - .... 10 V
contrast with the vortex centred in the middle of 0 so

the passage for the turbulent case, and the do . 40
laminar block A case. In fact the laminar case N -. , ,|.
has the vortex centre moved too far towards the " - / ' - 20
suction surface corner, with very high secondary -. 0
velocities close to the corner. Laminar block 0 -
A + B shows some movement, but not as much as the -I0-..120-0114120 404 -0 0 -1--40-120-140 -dO -0 -3 0

experiment. This movement shown by block A+B is
somewhat surprising when compared with the block A I" kOK A WU OLK A
results, since laminar block B extends only out
from the end wall by 3 mm, and starts at only 25% SCOA VMITIES TOTAL PIESSUIR CII
axial chord (slot 5 is at 55% axial chord). - WrSCALE 2 OMETSC COTmU INTsVA.S 0.2

Clearly the Inclusion of block B has a significant 140 . . -.. S 140
effect on the secondary velocities. The loss
contours show virtually no differences between the 30. . . . .

turbulent and laminar block A cases, with a little 100 ..

more distortion evident for the block A + B and a a

laminar caes. . do
40

The results for slot 7 are not shown, but they .

show a similar sequence to those for slot 8 o
Figure 7. The turbulent case shows very slight
displacement of the vortex centre toward the -I40-1,-1200-40 40 -20 0 -160-1W-120-40 -40 -40 -X 0
suction surface, laminar block A shows a little
more, but both block A + B and the laminar cases M2 TLMULENT 1152 TW.LENT
show significant movement of the vortex centre
away from the end wall, and for the laminar case. S VELOCITIES TOTAL TRE CWFICIEMT

back towards the passage centre. The laminar - WECRSCAE20M S St C CONTOU INTERVLS 02

results show some transverse velocities close to 10'.1 4
the suction surface edge, and this is a In... ..consequence of some difficulties with convergence U.. .
for this case, with some oscillation of the lSo ice
solution around the trailing edge. This may also
explain the area of negative loss contours do / - do
(dashed) seen for the laminar case. The other . - s_ ..... 44

three cases all show the feeding of loss from the 2-. - - I 2i
auction surface into the core at 70 mm from the A
end wall, as shown by experiment. g 0 L

IU RE.II- - 40 -0 0 -I0-IU-U o40 40

FIGUIRE 7 a Area Plot. For SLot 8
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Figure 8 shows that at slot 10, the secondary EXPERIMENT EXPERIENT
velocities look very similar for the laminar and
block A + B cases. The convection of the vortex SECONDAYVEITIES TOrAL PUES WEFFICIENT
centre is not quite enough, being at about 60 mm - cAE 20 MTESrc ONTOUR INMALS 0.2

from the end wall, compared with the experimental am ........ . . ....... 2

65 mm, and tangentially at about -260 mm, compared
with the experimental -240 mm. All the computed ISO ............
loss contours show too deep blade wakes compared *.. .:::: U

with the experiment, with the turbulent case the -............ .

thickest, and the laminar case the thinnest. it
should be remembered here that the laminar case
has a turbulent wake specified. The laminar and
block A + B cases give a clear double peak to the Z
loss core, although the lower of the two peaks (on . ._----_0

the right) is too far from the end wall. The 211 -a. us -. 0 -i- - -M0 -W -mc -o0
block A and turbulent cases do show a double peak,
but the lower one is not so clearly defined. LAMINAR LAMINAR

6. 1. 2 Mass Averaged Data SECAR VLOCITIES TOrT P00SLRE auicir

VEWCTOR SCALE 20 MEISCSEC CONTOUR5 INTEW5VNS 0.2

Only the pitch averaged results for the downstream 2 2W

Slot 10 (Figure 9) are shown here, since they .............. ..............
illustrate most of the features seen at the other IS ........... Is

slots. The laminar and block A + B results show .... . ........

similar values of secondary kinetic energy, with a I0 IGO
peak value much greater than experiment, although
not far enough from the end wall, reflecting the
slight under-convection of the vortex centre. The W so
turbulent case gives too low a peak, but reference_
to Figure 4 shows that the block A case has the 0
peak at about the right level. Near the end wall, - o -us - , 0 _i. -l -us -250 -M -150 _200

the turbulent and block A cases show a definite
lower peak, which is only just seen for the ,KAL2 kK A#8 IU 0LK A#
experiment and the laminar and block A + B cases.
These secondary kinetic energy results are SECORY VELITIES TOTAL PESSI COEFICIENT
reflected in the yaw angle, with the laminar and - SCTALE 20 PI2sUsSEC CTORINTERALS 0.2
block A + B results giving too high an 2 W00

underturning peak (bearing in mind the midspan
error), the block A peak being about right and the ISO ...... ....... ISO
turbulent case peak too low. The laminar and. .......................
block A + B results then show a high overturning lop --------- ......... -
peak, which is a consequence of the large
secondary velocities just below the vortex centre W ."- -- "Ad
seen in the vector plots of Figure 8. ,,,..

In Figure 9b the midspan loss values all show too 0 '"_____'___.......__
much wake loss, also noted in Figure 8. The -us - -0 - - -100 .3W -o -. .M -100
sequence is as expected with laminar giving the
lowest and turbulent the highest value. The M .LK A MXLK A
results for block A + B and block A are very
similar, as would be expected, since block B is S V. T

close to the end wall and should not affect the V SCALE 2 MUM=CO NTOURINTA QM. 02

midspan flow. At around 80 mm from the end wall, us 2Wu

the loss peak for laminar and block A + B is too . . .

high, whereas block A is about right and the I ISO
turbulent case too low, compared with the midspan ........
error. The effect of block B, which has laminar too . .. . 100
flow close to the end wall, is seen to be strong .,-
when block A + B and block A (Figure 4b) are _ _

compared. Close to the wall, block A gives a ....,
value of 1.08, and block A + B. 0.58. _ __ __ _-0 ......... 0 a

Figure 10 shows the growth of loss and secondary . -u us 4-A 4 -10 -1 4W -X .5 -2W -ISO -Im
kinet'c energy through the passage. The secondary
kinetic energy Cor the laminar and block A + B MXL2 TIALIUNT HXL2 TUILENT
cases show peak values at Slot 8 about 40% higher
than the experiment, whereas block A (Figure 5) SCOA VELOITIES TOTAL TIRE CFICIENT

gives about 10% too much. Again the addition of VECTOR SA 20 ES/EC CONTOU INTERVALS 0.2
block B to block A is seen to have a large effect us n o u"
on the vortex. The turbulent case gives about the
right values. However, block A and the turbulent .
case do not decay the secondary kinetic energy
rapidly enough. The laminar and block A + B give..................0
roughly the right decay rate, but at a higher .
level. The loss growth curvts show that the - - 0.5-../i/..... '/
laminar and block A + B cases appear to ......
underestimate the loss growth in the blade passage
(the experiment must be an underestimate), but 0 -
give too large a jump across the trailing edge, so .- -us - 4W .5 .200 .350 -us - 2 -250 -200

that even the laminar case gives too much loss.
Overall the turbulent case gives the greatest
overestimate, witli reducing values for block A, FI __L___ 8 Area P _tm For St 10
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IULZ 4
Miixed Out-Losses, Slot 10

Experiment LAminar Block A+B Block A Turbulent

Total loss 0.239 0.296 0.321 0.342 0.397
- idspan loss 0.095 0.139 0.168 0.183 0.269

G ross Sec,
loss 0.144 0.157 0.153 0.159 0.128
-Inlet loss 0.041 0.034 0.037 0.038 0.040

- Net Sec. loss 0.103 0.123 0.116 0.121 0.088

block A + B and laminar cases. The addition of 6.2 Comparison 2(b): Turbulent fData. Set 2
block B does seem to reduce the end wall boundary
layer growth since block A + B gives about the The second part of this comparison shows the
same loss growth rate downstream, but is decaying experimental data set 2 and the predictions of
the secondary kinetic energy more rapidly. From turbulent shear stresses given by the computations
slot 9 to slot 11, block A + B gives a rise in for laninar blocks A + B, laminar block A and the
mixed out loss of 1,9% whereas block A gives 7.0% fully turbulent case. The laminar case is
compared to the experimental value of 4.1%. omitted, since it would show no shear stresses

except in the blade wakes.
Table 4 shows the mixed out loss values at slot
10. Apart from the turbulent case, which gives a Figure 11 shows the results at slot 5, with the
low value, the other three cases give a slightly top row showing the stresinwise/cross passage
high value of net secondary loss. The midspan (u'v') correlation. The full contours are for
loss is accounting for most of the error, the positive values, i.e. negative shear stress. The
value increasing progressively from the laminar to values are non- dimensionalised with respect to
the turbulent case. The latter has a very high upstream velocity. The experiment shows strong
value, resulting in the low seondary loss value, positive values in the secondary flow region which

is perhaps just hinted at by the computations.
Close to the suction surface the negative (dashed)
contours represent the expected positive shear
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stress in the boundary layer. The operation of block B preventing the turbulence. The strong
block A is clearly seen in restricting turbulent experimental sign change at about 70 mm from the
flow to within 40 mms of the end wall (the contours end wall is associated with the suction surface
go a little higher due to the contouring routine, separation line (see Gregory-Smith and Cleak [6]).
the Cell spacing there being 15 mm in the spanwise The computations miss this feature, although the
direction). The streamwise/spanwise (u'w) zero contour with negative values above and
correlation shows the turbulent and block A cases positive below does meet the Suction surface at
giving negative values, i.e. positive shear about the same position.
stress, close to the end wall. The addition of
block B prevents this, but none of them show the In Figure 13, the blade wakes at slot 10 are
sign change across the vortex Centre seen for the clearly seen with the u'v' correlation, for both
experiment, the experiment and computafions. The turbulent

case gives the strongest values as might be
Slot 8 is downstream of where block A ends, and so expected. However none of the computations give
in Figure 12, all the computations show u'v' the large negative values seen experimentally in
turbulent stresses up to midapan on the suction the secondary vortex region. It may be noted that
surface. However their appearance is like a this region shows a dramatic sign change from slot
boundary layer distorted by the secondary flow, 8, and this somewhat surprising result is
quite unlike the experimental contours which are discussed in some detail by Gregory-Smith and
of opposite sign. The computation of u'w' values Cleak [61. Again the computations show u'w' shear
show a similar end wall boundary layer for the stresses in the end wall boundary layer, but miss
turbulent and block A cases, with the addition of the experimental values in the vortex region.
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6.3 Discussio 7.1 &Aa lot

This comparison of the effects of different areas Figure 14 shows the results at slot 10 for the
of the flow being specified as lantinar or coarse and fine grid, the greater number of vector
turbulent shows large differeni-es in the computed arrows giving a visual impression of the
results for the different cases tried. While this refinement in an axial plane. The vortex appears
is hardly surprising, what is unexpected is that very similar, both in strength and position with
in terms of loss and mobility of the vortex, the both grids. The fine grid gives slightly more
flow specified as nesrly all laminar appears to do movement, with the centre at co-ordinates
best, although the best prediction of vortex (-250,55) compared to (-260,50) with the coarse

s trength as defined by secondary kinetic energy Is grid. The loss contours also look very similar
given by the fully turbulent case. The comparison overall, although the fine grid shows some extra
with measured Reynolds shear stresses show that fine detail. It may be noted that at midspan, the
even for the fully turbulent case, the computed fine grid gives a thinner wake, although still too
turbulent activity is confined mainly close to the deep compared with the experiment (see Figure 8).
blade and end wall surfaces and the blade wake.
The very high levels measured in the passage
vortex region are largely missed. The effects of
this are seen in the general failure of the MUC ILK A C ML2 OLK A FU

computations to decay the secondary kinetic energy
sufficiently rapidly downstream of the cascade. 3ECOND EITIES SECONDARYVELITIES

VEORI MLE 20 MIMP/1C VECTOR SCALE 20 if T1C
Overall it might be said that the case with
laminar block A provides a good compromise, giving --.
reasonable predictions of vortex strength and S .............................. .m

mobility, with not the excessive loss prediction . . . .-- -- -

of the fully turbulent case. The effect of block ,oo IGO .-- -
B, which -as inroduced to simulate the laminar _,.____,
flow of the end wal, boundary layer, is quite s o //'..,, -. /' .
remarkable on the movement and strength -f the -- __,_---_,_.....__.. ..
passage vortex. This suggests that the restraint ___,________..._-___

on vortex exercised by the mixing length model
acts mainly through the flow close to the .31 -Me -A 40 -13-5 1 -55 _"D -A -IN -1W

surfaces, and accords with the remarks made above TOTA. COMEFFICIENT TOTAL PlEMNC MrCIEI T
on the shear stress predictions. CONTO INTERVALS 0.2 COTO INTERVALS 0.2

The effect of the blocks on the mixed out loss

(Table 4) is seen mainly in the midspan mixed out M,
value. This suggests some inadequacy, at least as
far as loss is concerned in the modelling of the toolo
two-dimensional flow around the blade profile.
One obvious source of error may be an
insufficiently fine grid. This topic is addressed
in the third comparison.

0 0 ..

7. COMPAgISON 3: RESULTS OF GRID REFINEMENT -3 _M 40 -23 -13 -M 3 --A -1% .10

For this comparison, only the detailed results at FIGURE 14 I Ars Plots For Stnt 10
slot 10 are presented here, the other slots
showing very similar features as far as comparing
the results with the coarse and fine grid. As
described above the comparison was made with MXL2
with laminar block A
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7.2 Mass Averased Data Hah [11) suggested that the reduction in loss
predicted by a computer code was roughly linear-

Figure 15 shows results with the coarse and fine with the inverse of the number of grid points.
grids and the experimental data pitch averaged at Figure 17 shows such a plot, not only for the MXL2
slot- 10. The fine grid gives a slightly higher turbulence model with laminar block A, but also
secondary kinetic energy peak, but with still not MXL2 fully turbulent and MXL3 with block A. It

enough outward convection. The yaw angle graphs can be seen that all three show a similar
also show very similar values. At midapan, reduction, with the projection of the M01L3 with
refinement of the grid gives a value closer to the block A to an infinite number of points being very

&30-0

experiment. The actual values are -69.6
° 
with the close to the experimental value. Obviously, other

coarse grid and -69.1
°  

with the fine grid, grid numbers would be required to confirm the

compared with -68.1' and -68.4
°  

for the linear relationship, but the trend is clear.

experiment, averaged over the right hand and left
hand wakes respectively (Figure 14). in Figure For the coarse grid the resource required was
15, the average value is plotted. Probably typically 5,000 CPU seconds on a CRAY XMP2, with

refinement of the grid is improving the modelling 18 Mbytes of storage. Convergence was achieved
of the trailing edge flow to meet the Kutta usually with less than 40 iterations. For the

condition, and this has an effect on the exit fine grid typically 20,000 CPU seconds were

angle. The loss curve also shows an improvement required with 44 Mbytes of storage.

in midspan or profile loss with the finer grid.
In general, the finer grid predicts lower loss, 7.3 M A g[isue dtth du
but the curves are very similar, and the
experimental lose peak lies between them. The comparison of the coarse and fine grid shows

that in terms of the overall flow pattern the

The ares averaged secondary kinetic energy curves results are qualitatively very similar, both for

again show in Figure 16 very similar results for the secondary velocities and loss contours. The

the two grids, with the fine grid being closer to secondary kinetic energy results are also

the experiment. The loss growth with the fine quantitatively similar, and so the use of the

grid is above that with the coarse grid, but the coarse rid for the first two comparisons is

former then gives a much lower Jump across the Justifiable inh view of the large saving in

trailing edge, illustrating the improved trailing computer resource required. The main quantitative
edge modelling. It appears that the greatest effect of grid refinement is on he loss,

quantitative effect of the grid refinement is on particularly on the downstream loss at midpan,

the loss, and this is also seen in the mixed out where there is also an effect on the exit flow

lose values in Table 5. The main reduction in anle. It is to be expected that accurate
loss is in the midspan value, although there is a modelling of the trailing edge flow and the blade
slight reduction in secondary loss as well. boundary layers requires a fine grid, whereas duc

to its larger scale, the pasage vortex is

modelled fairly well by the coarse grid.
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Mixed Out Loss MXL2 Block A. Slot 10

Experiment Coarse Grid Fine Grid

Total Loss Coefficient 0.239 0.342 0.289

- Midspan Loss 0.095 0.183 0.138

- Gross Sec. Loss 0.144 0.159 0.151

- Inlet Loss 0.041 0.038 0.038

- Net Sec. Loss 0.103 0.121 0.113

Se MXL2, FuLLy TurbuLent FLowfieLd. walls. The failure of the models to predict the

0-- -a MXL2, TurbuLent * Lemine'B tock A. very high turbulent shear stresses in the passage
vortex means that the secondary kinetic energy is

-e -Xt3, TurbuLent + Leminor Btock A. not decayed sufficiently rapidly downstream of the
0.40 X ExperimentaL VeLu, cascade. It may also explain why the distribution

of secondary velocities through the vortex is not
correct. This is seen not only in the secondary
velocity vector plots, but also in the fact that
the cases which give the loss nearest to

& 35 experiment and the most migration of the vortex
(e.g. MXL2, laminar), have much too much secondary
kinetic energy. By contrast MXL2, fully

turbulent, gives almost exactly the correct
maximum secondary kinetic energy (Figure 10), but

0.30 little vortex migration (Figure 7). One might
"0 have expected that correct prediction of secondary

- - kinetic energy would give good migration of the
S oee Mesh " 'vortex, but if the velocity distribution is
I -incorrect, this may not be the case.

Fino Mesh The prediction of the passage vortex does not

change significantly when the finer grid is

employed. The main effect of grid refinement is

on the prediction of loss. The plot, Figure 17,

__ 0suggested by Hah [11] shows the reduction in
0.2 .overall loss, and Table 5 shows this is due

5 4 3 2 1 0 substantially to the reduction in midspan loss.
(Tot*L Number of Grid Points xIO'" Whether the plot is linear must depend to some

extent to the way in which the grid refinement is
FIGURE 17 a Fffect of Mash on Loss made. The fact that midapan loss is most affected

suggests that refining the grid only around the

8. OVERALL DISCUSSION blade might achieve the same reduction. The
agreement with experiment shown by an extension of

In order to study the effect of applying the MXL3 values to an infinite number of points,

turbulence models, a prior requirement is to have must be a little fortuitous in view of the

a computer code which generates sufficiently small observation that the velocity field and Reynolds

numerical error in terms of artificial losses, so shear stresses are not modelled correctly.

that the differences are not masked by the
numerical error. The Moore code has proved to

meet this requirement, and thus the results of the The mixing length model was originally developed

comparisons presented here should have a wider from two-dimensional shear layers, where local

significance for the application of turbulence equilibrium for turbulence holds with local

models in other codes, dissipation and generation being much larger than
convection. The flow in the blade passage has

The results show that the turbulence modelling can high curvature, rapid accelerations and

have a large effect on the computed results, three-dimensional separations, and so local

There is a clear link between the level of equilibrium is unlikely to exist. Moreover the

turbulence activity and the strength and mobility experimental results suggest that such a simple

of the passage vortex, and the generation of Boussinesq eddy viscosity model is inadequate

losses. While this is intuitively reasonable, (e.g. Figure 12). Thus higher order modelling is

these comparisons show that the differences are suggested if more accurate results are required,

quantitatively large, with for instance secondary and a successor to, this paper, Cloak and

kinetic energy varying from 50% to 150% of the Gregory-Smith r121, studies the application of a

experimental value. Apparently a small change In one-equation and a k-epsilon model. However,

the specification of regions of laminar flow, viz. since the results here also show that the regions

the addition of block B close to the end wall, has over which the model operates are very important,

an unexpectedly large effect on the results. The the clear need exists for good prediction of
comparison of turbulent shear stresses in Figure transition. This may well be more urgent than

11 to 13, show that the mixing length models are higher order modelling, since with a good

most active near the surfaces, with low activity prediction of transition point, here provided by

in the vortex, and so the control of the vortex experiment, quite good results for pitch averaged

may be being exercised through the shear on the angle and loss can be obtained.
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Discussion

D. HOBBS, PRATT & WHITNEY, U.S.A.
Your computations show a rapid rise of the total pressure loss across the cascade trailing

edge plane. What is the cause of this rise?

AUTHOR'S REPLY
This is primarily the profile and trailing edge loss. As Table 4 shows, subtracting the mid-

span loss from the total loss gives a much more reasonable estimate of secondary loss.

M. IACOVIDES, UMIST, U.K.
Do the authors intend to try to account for near-wall transition effects without moving to a

higher order model?

AUTHOR'S REPLY
It is probably necessary to go to a higher order of turbulence modeling to produce a

transition model. However, our point is that it is the aspect of transition modeling that is most
important, rather than the turbulence modeling per se.

L. LANGSTON, UNIV. OF CONNECTICUT, U.S.A.
Well-documented experimental results show that the very-important passage vortex is

located in the endwall-suction side corner (slot 8, Fig. 7) in the region of uncovered turning. A
key feature of CFD calculations that make use of two-dimensional boundary layer turbulence
models (e.g., your MXL2 (Fig. 7), Hah (Ref. 11) and Moore and Moore (Ref. 1)) is an incorrect
centered passage vortex (MXL2, Fig. 7). Your laminar (no turbulence) case (Fig. 7) shows a
(correct) noncentered passage vortex position that is very close to the experiment result. Should
one conclude from your results that the extensive use of relatively simple turbulence models for
such a complex three-dimensional flow is worse (and misleading!) than no turbulence model at
all?

AUTHOR'S REPLY
There is some truth in your comment, as is implied in the Conclusion 9.b). The movement

of the secondary vortex is best predicted by the laminar flow, but it should be noted that the
strength of the secondary flow is too great, as Fig. 10 shows. Turbulent action is required to
reduce the strength to the experimental level, although as the turbulence comparisons show in
Figs. 11 and 12, none of the applications of the mixing model predict anything like the correct
turbulence shear stresses in the vortex. In the ASME paper 91-GT-57 (Ref. 12) we have tried a
one equation and a two equation model, with some limited success in predicting the vortex
turbulence.
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A MATHEMATICAL CONSTRAINT PLACED UPON

INTER-BLADE ROW BOUNDARY CONDITIONS USED IN THE

.27 SIMULATION OF MULTISTAGE TURBOMACHINERY FLOWS

J. J. Adamczyk
NASA Lewis Research Center 92-16075

Cleveland, OH 44135 N 1 1 11

ABSTRACT relative to a rotor and stator is shown in Fv igure i.
A number of researchers have suggested using an The views are in both the meridional and the cascade

inter-blade row boundary condition to extend iso- plane. The flow is from left to right, with the rotor
lated blade row flow solvers to multiple blade row rotating in the direction indicated. The boundary
configurations. This suggestion is worth considera- which separates the two time-averaged flow represen-
tion for it appears to result in codes that are compu- tations for this configuration is the dashed line. For
tationally more efficient than those based on other blade row spacings typical of multistage machinery,
schemes that have been suggested to accomplish the tile inter-blade row boundary condition must implic-
same task. The present work is concerned with the itly or explicitly account for the effects introduced
development of a mathematical constraint which this by a reference frame transformation on the time-
boundary condition must satisfy to insure tile proper averaged flow states. The objective of the present
transfer of momentum and vorticity across the plane. work is not the development of the inter-blade row
Using experimental data, the present work quantifies boundary condition, but to call attention to a math-
the error in the time-averaged vorticity field which ematical constraint this condition must satisfy in or-
results from simply requiring continuity across the der for the intra-blade row flow fields to be physically
boundary plane of the momentum based on the time- correct. An attempt will be made to quantify these
averaged velocity fields associated with a multiple constraints using experimental results.
blade row configuration. The flow field description we are after is of the

time-averaged flow state in the rotor and stator
INTRODUCTION frames of reference. The field equations associated

Today numerous studies in computational flow with these flow states can be derived from the Navier
modeling has been directed towards extending well Stokes equations. These equations, given in Refer-
established three-dimensional isolated blade row ence 1, are referred to as the average passage equa-
codes to multiple blade row configurations. The too- tion system. We will use the results of the analysis
tivation behind this activity is quite clear. These in Reference 1 to derive a mathematicai constraint
isolated blade row simulation codes have made a sig- which the inter-blade row boundary condition con-
nificant impact in our ability to analyze the complex necting the two average passage flow descriptions
flow field surrounding a high speed fan rotor. Now is must satisfy in order for them to be physically cor-
the time to see if computational fluid dynamics codes rect. In the development of these conditions, we will
can have a similar impact on our ability to analyze restrict the discussion to a single stage (i.e., a rotor
multistage turbomachinery. There are a number of followed by a stator). We will assume that the inter-
approaches by which these isolated blade row codes blade row flow field is continuous in both time and
could be extended to multistage configurations. One space, and that the time and space derivatives of the
such approach is the use of inter-blade row boundary primitive flow variables are also continuous. We shall
conditions, through which information is exchanged also neglect any density variation in the flow field.
between what are essentially steady state intra-blade
row flow solvers. This approach is attractive be- INTER-BLADE ROW BOUNDARY
cause it may lead to codes which are computationally CONDITION ANALYSIS
more efficient than codes based on other suggested The configuration to be studied is depicted in Fig-
approaches. It should be understood that the simu- ure 1. It is composed of two blade rows, the first
lation codes we are referring to in this paper are those being a rotor; the second, a stator. The dashed line
that simulate the time-averaged intra-blade row flow between these blade rows is the location of an inter-
field associated with a typical blade row passage, not blade row boundary condition which transfers infor-
those which attempt to simulate the unsteady flow nation between the two time-averaged flow states
field. on either side of the boundary plane. The analysis

The function of the inter-blade row boundary con- which follows will be executed in a cylindrical coor-
dition is to transfer information between two tinw- dinate system in which r, 0, and z are the radial,
averaged flow representations. one fixed to the rotor tangential, and axial coordinates, respectively, and t
frame of reference, the other to the stator frame of denotes time. The two time-averaged flow descrip-
reference. An illustration showing the location of tlw tions are governed by the average passage equation
boundary plane, where these condition- are applied, system expressed with respect to a coordinate system
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fixed to the rotor and the stator. Both of these flow The vectors ujR) and ui(s ) are determined from the
descriptions are defined over the entire flow domain average passage equation system for the respective
of the machine, that is, from the inlet to the exit. It blade row. The axisymmetric average of these vec-
can be shown that the axisymmetric average of these tors is equal to the velocity vector ijAX. The vec-
two flow states are identical and that this average tor j(R) (us)) is periodic in the tangential direction
satisfies the axisymmetric equations of motion for with a spatial periodicity inversely proportional to
turbomachinery as derived by Marble in Reference the number of blades in the rotor (stator). Thus the
2. We will exploit this fact to derive a mathematical time average as well as the axisymmetric average of
constraint which an inter-blade row boundary condi- (R) and rom

it adit are identically zero. Furthermore, the
tion must satisfy in order for the time-averaged intra- -(R -(S

blade row flow fields to be physically correct. Specif- vector u (u f s ) will be periodic in time; the period

ically, the axisymmetric components of both the too- being an integer multiple of the product of the shaft

mentum flux and the vorticity field must be contin- speed and the number of rotor (stator) blades. The

uous across the inter-blade row boundary plane. vector U(Rii (u(s)") is that part of the velocity field

The absolute velocity field as viewed in the stator which results from a rotor-stator unsteady aerody-
namic interaction. It is periodic in time in either theframe of reference can be expressed as: rotor or stator frame of reference, the period being
an integer multiple of the shaft speed. Its time av-

u(rO(S)', ) = u:(r ','t) (1) erage (i.e., average over the time it takes the shaft

+ il'(r, (S),:, t) to turn one revolution) as well as its axisymmetric

average is zero.

where 0(s) is the tangential position in the stator The outlined lecomposition of the velocity field

frame of reference. 'Ihe vector uE is the time resolved should not be taken to imply that the components
or deterministic component of the velocity field. This which comprise the decomposition are linearly inde-
component correlates directly in time with an integer pendent. On the contrary, it will be shown that a set
multiple of the shaft rotation speed. The vector it is of correlations exists which mathematically link the
the time unresolved component, which includes tur- components to one another.
bulence. The superscript E represents an ensemble In addition to the outlined velocity decomposition,
or phase-locked average. The time resolved velocity an equivalent decomposition exists for the vorticity
field may be further decomposed as field. This decomposition in the stator frame of ref-

erence can be written as
E -R)E~r Oll~zt) = S)W u(2)

C(r, 0(s), z, t) s)(r, O(S), z)

with respect to the stator frame of reference. Sinii- -.4R)
larly with respect to the rotor frame, + ( (r, 0 ( s ) - Ut, z) (6)

+ clR)"(r,O(S), z,O(s) - sit)
it (r , , t) = 14 + it (3 )

where ui(s) represents the time-averaged velocity field
in the stator frame of reference and UtR' is the corre- The development of the constraining relationship
sponding velocity field in the rotor frame of reference. associated with placing an inter-blade row bound-
The unsteady, deterministic (i.e.. time resolved) con- ary plane between the two time-averaged flow states

-(R) -4s) is begun by examining the flux of momentum (de-
ponents i and fi may be written as

fined in terms of the absolute velocity field) across
--R) - ,the inter-blade row boundary plane shown in Figure
U = [uR)(r.0 (

'
) - , .) - jAX(rz)] I. This flux in either frame of reference is equal to

+ uR"(rOI5 z , ,0 ) (I)
u = l )(r, 0') - t. - - ax(,)] F=pui6A, (7)

+ is),(r.0' R ) + i2t, O(R)) (5)
where p is the density of the fluid stream, 6A, is a dif-

where 0 is the shaft rotational speed and iiaX is the ferential area element of the inter-blade row bound-
axisymmetric component of the deterministic veloc- ary plane, and u, is the axial velocity component.
ity field. In what follows, the expression ' IAx Recall that we are restricting the present analysis
will be denoted as to subsonic flows and hence, will neglect variations

-4 R)in density. Since the flux as defined by Eqn. (7)
U = jn)(rO '' - iH. z) - iiA X(r.:) is a vector, it is independent of the reference frame.

Using Eqn. (7), we establish the time resolved rep-
and j~S) - .Ax as resentatiton of the momentum flux on either side of

the boundary plane. The flux to the left of the plane
i, = t7(r.O '

- t. z 5 - i7'(r. (see Figtire 1) is evaluated with respect to the rotor
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frame of reference, while that to the right is evalu- flow field is axisymmetric, the time-averaged momen-
ated with respect to the stator reference frame. With turn flux will not be continuous across the inter-blade
respect to either frame of reference, the time resolved row boundary plane.
representation is constructed from an ensemble aver- Next we consider the axisymmetric component of
age of Eqn. (7) in which a data sample consists of the time-averaged momentum flux on either side of
a continuous length of data recorded over one shaft the inter-blade row boundary plane. By virtue of
revolution. The resulting averaged flux can be shown their construction, it was shown in Reference 1 that
to be independent of the coordinate system in which these two momentum fluxes must be equal, hence
it is constructed and is expressed as from Eqns. (9) and (10) we obtain the result

-E EAX
pu 6A, = pi il 6A, +pu 6A. (8) -AX , (s)

p(S)"S + p (R)) 6A, =

The first quantity on the right of the equal sign is Ax 11)
the momentum flux associated with the determin- pu)_()6A AX )-- ) 6A,(
istic velocity field, while the second expression rep- z + p fi  6A

resents the contribution originating from the time
unresolved velocity component. Since both of these ati)
expressions are identical in both the rotor and sta- average operation. Based on the definitions of U

tor reference frame, there can be no change in the and u s and Eqn. (4) and (5), Eqn. (11) may be
momentum flux associated with either the time re- rewritten as
solved or time unresolved velocity field ae-xss the _ (S)

inter- blade row boundary plane. S; I ly, it may -AX (R):"(R) "TAX" (2S) 1 S)6- p it,z  Ut OT A

be shown that the time resolved vwrt'i, y field is con- AX - AX (12)
tinuous across the boundary p' v AX (S) AS)

To construct the time-aveaged momentum flux puzR)j()6A X + ,S it 6 A,

on either side of the bouwidary plane, one averages where we have used the fact that the temporal cor-
over time the time resolved momentum flux. The whrewehae s

time scale associate with this averaging operation relation is independent of the tangential

is equal to one P..aft revolution cycle. In the sta- rj infzU i needn ftetneta
tos frae tof rreneathe exprssion forle the tme- position. Finally, if we interchange the axisymmetric
tor frame of reference, the expression for the time- average of the product u(R)in)6A2 with its equiva-
averaged momentum flux is lent temporal average, and define the axisymmetric

-EI (S )  average of the product pu(S)u(S)6A1 as
P itu 6A , = pu(S)ilS) MA

pt 'AX _ pu($) ).AX
(R) (R) u S) , SA

+Pi- i A (9) 
P

and similarly
+ pu'.' 6A,

AXh~s s,_ Ax (S) 4S).-.tAX

where the superscript 1 (s) denotes a time-average op- tpu-l A , u 6A.
eration with respect to the stator reference frame.
The corresponding expression for the time averaged we obtain the result

momentum flux with respect, to the rotor frame of ___,_s_

reference is puS)?f-(S) = p 1uR)

9-)( ) (13)

pu- E 6A( p 1L))iR) 6A - -R) - f U
i(R)

+ i5 ) _4) (10) Eqn. (13) is the expression we sought to derive at
1 1the start of this analysis. It links the momentum

"i " iEflux across the inter-blade row boundary plane to

+ pIA'L fi' £4. the time-averaged velocity field on either side of the

Based on the definition of the time-averaging oper- plane. Requiring these two velocity fields to satisfy
ation given in Reference 1, this averaging operation this equation insures that their axisymmetric con-
does not yield a result which is independent of the ponents as well as the axisymmetric components of
frame of reference. Thus Eqn. (9) is not equal to the two time-averaged vorticity fields are continuous
Eqn. (10). This can be seen by examining the time across the boundary plane. This condition must be
resolved flow field downstream of an isolated rotor, satisfied in order for the time-averaged velocity field
The time-averaged momentum flux in the rotor frame on either side of the boundary plane to be physically
of reference is a function of tangential position. while correct. In the next section an example will be pre-
in the laboratory or fixed frame of reference it is inde- sented which will help in interpreting and quantifying
pendent of the tangential position. Thus unless the several of the correlations that appear in Eqn. (13).
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Before we leave this section, consider an inter- the stator's frame of reference is defined as
blade row boundary condition suggested by a number
of researchers wherein the time-averaged flux of mo- ( S) = 1 (S) 1 (S) (14)
mentum per unit area associated with the rotor flow r-rr r "90
field is set equal to the axisymmetric average of the which can be rewritten as
momentum flux per unit area based on the stator's
time-averaged velocity field. This boundary condi- AX
tion implies that the two terms which appear within r r AX
the brackets in Eqn. (13) are zero or negligible. We 1 9 (S 4
shall see that this is a reasonable approximation if the + J r- u -u ) (15)

magnitude of the nonaxisymmetric component of the (u(S) A X
axial or tangential time-averaged vorticity field at a r (u0 r )

particular radial location on the boundary plane is
small. As we shall show this negates the use of this At the inter-blade row boundary plane, we shall con-
boundary condition in the endwall region or at any sider the nonaxisymmetric component of the stator's
location where the secondary vorticities generated by time-averaged velocity field as a small perturbation
the rotor intersect the boundary plane. to an axisymmetric rotational velocity field (i.e., a

velocity field whose vorticity field is finite). This as-
VORTICITY TRANSFER ACROSS AN sumption appears to be quite reasonable since the
INTER-BLADE ROW BOUNDARY PLANE nonaxisymmetric component is the result of a poten-

Figure 2 from Reference 3 shows the output sig- tial disturbance generated by the flow field near the
nal from a hot wire anemometer probe placed down- leading edge of the stator. Thus to lowest order, the
stream of a rotor whose tip speed is 800 ft/sec. The contribution of the terms within the brackets in Eqn.
spanwise location of the wire and the throttle posi- (15) may be neglected, thus yielding
Lion are noted. At the near minimum loss operating
point and at .35 inches immersion from the outer ((S) _ 1 8 (S) (16)
case, the shape of the output signal comes from the - r "r r

velocity deficit in the wake. As the wire is raised Since it is the transfer of the leakage vortex across
towards the case, the form of the signal begins to the inter-blade row boundary plane that we are con-
change. The change in the shape is brought about sidering, we need to express uAx as a function of
by the tip leakage vortex produced by the clearance the tangential momentum associated with the rotor's
flow. The figure shows that the wake and the leak- time-averaged velocity field. As has been shown this
age vortex are two distinct features which remain insures the correct transfer of momentum and vortic-
distinct from one another over the entire stable op- itv across the boundary plane. This relationship is
erating range of the rotor. Of these two structures, dity aro the bouna plane etonship isderived from the tangential component of Eqn. (13)
the-leakage vortex appears to be the dominant struc-

ture.
A number of researchers have shown that the leak- (S)US u (R) u(R)

age vortex has a velocity deficit in its core with ro- __ _5) (17)
tational motion about its center line. When formed- [(R)u(R) ( S) (S)
by an upstream rotor, this vortex will appear as a i i4 4

three-dimensional unsteady structure to an observer and the two definitions
in the stator frame of reference. Vith respect to the
stator frame of reference, this structure will possess ujjs' = 1,AX + (U(S)  u AX

) 
UAX + (S

}

both an axial and tangential component of vortic- u(S) AX + (u S) AX 4X s)
ity which contribute to the time-averaged vorticity + - t ) U; + u8

field entering the stator. Since this time-averaged
vorticity field is one of the main contributors to the Forming the correlation u(S)u (s ) from these defini-
development of secondary flow within the sator, the tions and introducing the result into Eqn. (17) yields
transfer of the rotor's tip leakage vortex across the
boundary plane must be addressed. uAX (1£) (U) -(U).(R)

The analysis which follows will use the results de- Z uu - u. u8

rived in the previous section ii addressing this is- or
sue. It will focus on the transfer of the axial compo-
nent of the vorticity field of the leakage vortex across (M (R )  (R) .(R)
the inter-blade row boundary plane. The transfer of uAX _Z U Liu ue (18)

the other components associated with this structure u~A u~x
would follow a similar procedure and therefore will
not be presented The first term in Eqn. (18) on the right of the equal

The time-averaged axial vorticity with respect to sign is the mass-averaged tangential velocity compo-
nent associated with the rotor's time-averaged flow
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field. The second term represents the tangential mo- u to the radial gradient of ux Using
mentum transported across the stream surfaces of the data presented in Figures 3 and 5 to estimate
the stator's time-averaged flow field. Introducing this error, one finds that the error in the magnitude
Eqn. (18) into Eqn. (16) yields of the axial vorticity can be as large as 34%, while

the error in the magnitude of the tangential vortic-

ru(R) U(R) ity approaches 14%. Furthermore, the radial gradi-

C(S) = 1 0 __u _ ent of the axial-tangential velocity correlation out-
rr U(19) board of 95% of span implies that the axial vorticity

(aR) (R)' estimated from the mass-averaged tangential veloc-
1 ruua ity profile is finite, while the correct value based on

-r r u~ the time-averaged tangential velocity plotted in Fig-

Similarly, one can construct the following approxi- ure 5 is near zero. These estimates of the impact
mation for the tangential vorticit component on the of the temporal velocity correlations associated with

a cthe leakage vortex on the vorticity transferred across
stator's side of the boundary plane, the boundary plane are obviously not insignificant.

__(,_)__( _ (s) However, at any region on the boundary plane (i.e.,0 (R)U(R) jsR
(5)_ U U (20) both sides) where the nonaxisymmetric components

a Or U -
X Or uA X  of the axial and tangential vorticity are small, the

use of the mass-averaged velocity field to define the

Eqns. (19) and (20) show that the unsteady flow vorticity field appears to be a reasonable engineering

field generated by the rotor's clearance vortex influ- approximation.

ences the time-averaged vorticity field entering the

stator through a radial gradient of the correlations SUMMARY AND CONCLUSIONS
.d~s)  .A relationship was developed which linked the mo-

fR) ii and uR uR) . To assess the magni- mentum flux based on the time-averaged velocity
tude of these correlations, we shall examine the mea- field generated by a rotor to the axisymmetric av-
surements reported in Reference 4. Figure 3 taken eraged mass flux entering a stator. This relationship
from Reference 4 shows the values of the six veloc- is a mathematical constraint which the velocity fields
ity correlations based on u as a function of span on either side of an inter-blade row boundary plane

measured 10% of chord downstream of an isolated must satisfy in order that the momentum and vortic-
rotor. The flow coefficient is 0.85. The correla- ity field associated with these velocity fields be cor-

tions have been normalized with respect to the wheel rectly transferred across this plane. The derivation
speed at midspan squared. Of the six correlations, of this relationship identified a set of velocity cor-

tw o )  relations whose acknowledgement insures that this
the largest two outboard of mid-span are us uthlrgs constraint is meet. From an examination of experi-

and i R),o . The reported relative total pressure mental data taken downstream of a rotor, it was con-

field in the rotor's frame of reference associated with cluded that the leakage vortex associated with rotor

these correlations is reproduced in Figure 4. The clearance flow contributed significantly to the magni-

contours of total pressure clearly show the existence tude of these correlations, while at operating points

of the clearance vortex as well as the rotor wake. The near peak efficiency of a well designed rotor, the con-

rapid raise in the value of the correlations outboard tribution of the rotor wake was minimal. Hence if

of mid-span is caused by the clearance vortex. The the endwall flow field is to be correctly predicted

velocity deficit associated with the wake appears to one must attempt to account for these correlations in
contribute little to these correlations at, this operat- simulations which employ an inter-blade row bound-

ing condition. ary condition to transfer information between intra-

Figure 5 shows a plot of the measured axisymmet- blade row solvers.
ric component of the velocity field as a function of
span. The location of these measurements is iden- ACKNOWLEDGMENT
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Discussion

T. PRINCE, WILLIAMS INTER., U.S.A.
Are the additional terms in your model of time-averaged blade row interaction more

important with small numbers of blades? How much error are we committing by performing
three-dimensional calculations one row at a time, with matching to a throughflow computation?

AUTHOR'S REPLY
I do not know what effect blade count has on the terms I spoke about in my talk. I do

know that spanwise loading distribution is important. One cannot match the incoming velocity
profile of a three-dimensional simulation to a throughflow calculation without accounting for the
correlations associated with the unsteady flow generated by the rotor. The error in the vorticity
field entering a stator as shown in the paper can be as large as 30 percent.

J. MOORE, VPI, U.S.A.

- t(e )

How much of the fluctuation term uu 7 in Fig. 3 is caused by the Reynolds normal

__Et(&)
stress u' uz  ? One might expect this Reynolds stress to grow in an adverse pressure

gradient.

AUTHOR'S REPLY

The only unsteady process that contributes to uuz comes from the unsteady velocity

field associated with the nonaxisymmetric component of the time averaged velocity field of the
rotor. What little data there is suggests that the time averaged kinetic energy associated with
the turbulent field generated by the rotor, measured in the stator frame of reference (i.e.,

__ t(s)

u u i ), is comparable to the kinetic energy associated with the rotor's unsteady

deterministic velocity ield (i.e., uiu i  ). However, it appears that the radial gradient of the
deterministic kinetic energy is larger then that of the turbulent field generated by the rotor.

D. HOBBS, PRATT & WHITNEY, U.S.A.
Can you quantify the effect of the additional terms in the matching plane conditions on the

downstream airfoil row?

AUTHOR'S REPLY
These terms are associated with spanwise mixing within a stator attribute to an upstream

rotor as given by the Adkins and Smith mixing model. One may estimate the magnitude of this
effect by estimating the mixing within a stator produced by the secondary flows generated by an
upstream rotor.

H. WEYER, DLR, GERMANY
With the time averaged flow field ahead of stator the unsteady (periodic) flow phenomena

(blade wakes, secondary vorticity, etc.) are suppressed. How do you account for their effects on
transition or separation of the stator blade boundary layers?

AUTHOR'S REPLY
Although the details of the time history of transition and unsteady separation has been

filtered out by the averaging procedure, nevertheless the time averaged effect of such processes
on a stators time averaged flow field is taken into account through a generalized Reynolds stress.
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SUMMARY

S Viscosity
A numerical stud) to evaluate a three-dimensional v Kinematic viscosity

Navier-Stokes method as a tool to predict the detailed flow U p/o
field inside a low-aspect-ratio compressor at various oper- Density ' rair" color

ating conditions has been conducted. Dnsity pi;oes; A. DTIC reproduot-
The details of the flow structure inside a low aspect- to ia s ll be Lu blaok ad

ratio-compressor (three-dimensional shock structure, shock- Subscripts * .

boundary layer interaction, tip leakage vortex, etc.) and
the overall aerodynamic performance at design and off- 0 Inlet total condition
design conditions are numerically analyzed and the results 2 Exit condition
are compared with the available experimental data. Effecve value

The flow field inside a state-of-the-art transonic com-
pressor is used for the purpose of the evaluation. W Surface conditions (wall)

/
NOMENCLATURE INTRODUCTION

In the mid 1970's a very successful transonic High-cl Constant in turbulence closure models
Through-Flow single stage fan was designed and demon-

C2  Constant in turbulence closure models strated by the Compressor Research Group, Technology
C3  Constant in turbulence closure models Branch, Turbine Engine Division, Air Force Aero Propul-
C4  Constant in turbulence closure models sion Laboratory. The results were reported by Wennerstrom
cU Constant in turbulence closure models [1984]. The success of this stage, particularly the rotor, and
J Jacobian of transformation its state-of-the-art geometry (e.g. low aspect ratio, arbitrary

airfoils, etc.) made it an ideal baseline for a parametric
k Turbulent kinetic energy design investigation. The intent of the investigation was
M Mach number to quantify the effect of several design parameters by de-
p Pressure signing, fabricating, and testing a series of rotors, each dif-

fering as much as practical from the baseline by a single
P Production of turbulence design parameter. The parameters varied were those which
Pr Prandtl number were thought to be important to performance but have not
Re Reynolds number been included in the loss models of contemporary design
St Stanton number systems. These specific parameters include chordwise lo-
T Temperature cation of maximum thickness, several cascade area ratios,
Tu Turbulence intensity and leading edge sweep. This series of rotors were testedin the late 19 80's.
UVW Mean velocity componentsUVW M an velocity components One of the design parameters varied in this series was
u~vw Fluctuating velocity components the throat-to-inlet area ratio including a specified suction

surface shape near the passage shock. It is possible to
Greek Symbols achieve a net precompression of the flow in high speed

cascades by steepening the suction surface angle ahead of

Turbulence dissipation rate the passage shock. The effect is a decrease in average
Mach number ahead of the shock and therefore a decreaseKronecker delta in shock strength. However. this results in a decreased

Thermal conductivity of the fluid throat-to-inlet area ratio, i.e. throat margin. In order
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to maintain sufficient throat margin while exploiting this GOVERNING EQUATIONS
precompression, a rapid change in blade mean line angle
may be required near the passage shock which would tend
to worsen shock-boundary layer interaction. A rotor in the tons are solved for the current problem.

series was therefore designed with less throat margin than
the baseline and a suction surface shape was tailored to
lessen the shock boundary layer interaction. The design -(Pu" )0 (1)
was performed by the General Electric Co. under the Air
Fort -contract.

The rotor described above was selected as the subject -- (Pi4Uj) + 2Pfin, fljU = _-a

of the current computational analysis. This geometry is &(8 1

somewhat more representative of transonic rotors in use - + I - - + (
today than the swept rotor (also a member of the test series) 3x~aJ x
which was analyzed and reported by Hah and Wennerstrom
[1990].

Over the last decade, computational methods for turbo- a (Pu./) = P j a+ 
machinery aerodynamics have significantly advanced from CL f ,)a+ UF&
two-dimensional inviscid analysis to fully three-dimensional
Navier-Stokes method. In recent years, significant progress +i.u.f 1U , 2 U,6
has been reported in applying various numerical methods al ax, axr, 3 &k64 (3)

based on Reynolds-averaged Navier-Stokes equation to the
investigation of detailed flow physics inside turbomachin-
ery (Davis et.al. [1987], Dawes [19861, Denton [19861, P - pRT (4)

Giles [1988], Hah 11986], Moore and Moore [19851, Rao where U = mean velocity, ui = fluctuating velocity, e = total energy,
and Delaney [19901, etc.) Q - angular velocity,

method is to analyze detailed flow phenomena inside the +flow passage and to predict aerodynamic performance as "I k

accurately as possible with the least empiricism. Be- and
cause of the very complex geometry and the various
viscous flow phenomena inside the flow passage (three- e CT +2 Ui Ui
dimensional boundary layer development, secondary flow,
shock-boundary layer interaction, tip-leakage flow, radial
mixing, etc.), accurate prediction of the aerodynamic per- It is well known that neither the conventional mixingformance of low-aspect-ratio transonic rotors has been con- length type turbulence model nor any standard two-equationsidered to be very difficult. turbulence model describes turbulence stresses prop-In this study, a numerical method based on the erly in the region behind a shock wave or in the separated
Reynolds-averaged Navier-Stokes equation is applied to flow regions. Several recent studies indicate that signifi-
predict the above mentioned transonic rotor at design and cant improvement can be achieved when the standard two-
off-design operating conditions. Three-dimensional shock equation model is modified to include the low Reynolds
structure, shock-boundary layer interaction, tip-leakage number effects. For the current study, a standard two-

flow, and the overall efficiency are numerically studied and equation model is modified to include the low Reynolds
the results are compared with the available measured data. number effects following the studies of Chien 119821. The

following additional transport equations are solved for the

EXPERIMENT turbulent shear stresses.

The subject rotor was tested as a complete stage. The
configuration and instrumentation was identical to that used
for the swept rotor discussed by Hah and Wennerstrom cl(pUik) 8 Mr 8k -! UL

-- i7 - I. I -, -'U[1990]. a, ax, 12 (5)

Data from twelve high-frequency Kulite pressure trans-
ducers, which were mounted on the casing, were obtained at 8(pU,) a [z,-. _. = (--U
100 percent and 90 percent of rotor design speed. The mea- kx, + - x, + k
sured data were then spacially resolved and contour plotted
to give an indication of the tip flow characteristics. Several - --Cf + 2pec../, )
of these plots are compared with the numerical solutions.k P (6)

Rotor exit total temperature and total pressure profiles are where
used to calculate the aerodynamic efficiency of the rotor. It
must be kept in mind, however, that rotor exit profiles are = M + CM(k/E) (I- e -
inferred from the stage exit data using standard techniques and
assuming axisymmetric through flow. Therefore mixing,
which inevitably occurs in the stator, will tend to skew f - ( e -
the rotor outlet profiles somewhat. Therefore, comparison

of the computational results with the experimentally deter-
mined profiles must be done carefully
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No attempt was made to optimize the constants of SHOCK STRUCTURE NEAR THE SHROUD
the turbulence transport equations for the current study. Numerical analysis was performed for three operating
Therefore, standard values for the constants are used; these conditions (near stall, peak efficiency, and near choke) at
values are the 100 percent and the 90 percent rotor speed. For each

rotational speed of the rotor, different blade stress analysis
-0.09, C, = 1.35, C2 -1.8, O = 1.0, = 1.3, was performed to obtain the true deflected geometry of the

rotor. This running geometry of the rotor was used for the
C 3 - 0.015, C4 = 0.5 numerical analysis of the corresponding flow field. In figure

2, time averaged static pressure contours on the casing are
compared between the numerica; solution and the Kulite
measurement. At the near stall condition, both the measured

NUMERICAL METHOD data and the calculation show that the passage shock near
the endwall is located ahead of the blade passage. Also, theAlthough significant progress has been made in numer- leading edge shock is not normal to the incoming relative

ical techniques during the last decade, obtaining an accu- loange.Te n c sult n icate the relexist

rate numerical solution of the flow field inside the an- flow angle. The numerical results indicates that there exists

sonic compressor remains to be one of the more difficult a strong interaction between the passage shock and the tip-

problems. The development of three-dimensional bound- leakage vortex.

ary layers on the blade surface and end walls as well as At the design condition, the leading edge shock moves

shock-boundary layer interaction, and the tip-clearance flow into the blade passage and the shock becomes nearly nor-

should all be accurately calculated to capture the overall mal to the incoming relative flow. Te interaction between

flow field correctly, the tip-leakage vortex and the passage shock is evident.
However, the effect of this interaction is somewhat dimin-For the current study, the governing equations ar ished compared to the near stall condition. At the choke

solved with an implicit relaxation method using a fully con- condition, the passage shock becomes again oblique to the

servative control volume approach. A third-order accurate colatiow t he passage shock s rflectedton
intepoltio sceme s ued or he iscrtiztio oftherelative flow direction. The passage shock is reflected on

interpolation scheme is used for the discretization of the the suction surface and a second shock appears on the pres-
convecion terms and cetralodfferecig is usse redr ty sure side, which results in further aerodynamic loss due to
diffusion terms. The method is of second-order accuracy the shock-boundary layer interaction. Comparisons in fig-

with smoothly varying grids. Details of the current method
ure 2 show that the numerical solutions do calculate the

and, applications to transonic flows are given by Hah (1987] shock structure correctly at different flow conditions. Var-
and by Hah and Wennerstrom [1990]. ious existing shock loss models (Miller et al 11962], Wen-

The computational grid used for the current study is nerstrom and Puterbaugh [1984]) assume that the passage
shown in fig. 1. The current computational grid was gen- shock is normal to the relative flow direction. The current
erated to give an orthogonal grid near the leading edge and study indicates that this assumption is valid only near the
near the blade surface where the most important flow phe- peak efficiency condition. Therefore, an improved shock
nomena (passage shock, shock-boundary layer interaction, loss model, which include an oblique shock, similar to the
etc.) occur. With this grid, spatial periodicity at the peri- approach by Koch and Smith 11976] , might represent the
odic surfaces is not enforced for the grid, so the physical flow more realistically. The interaction between the passage
periodicity condition is handled inside the code using an shock and the tip-leakage vortex is significant at all oper-
interpolation function. The grid consists of 50 nodes in ating conditions. This interaction becomes stronger when
the blade-to-blade direction, 46 nodes in the spanwise di- the flow rate is reduced.
rection, and 152 nodes in the streamwise direction. Six
grid nodes in the spanwise direction are used to describe
the tip-clearance region of the compressor. Inside the tip
gap, the grid is closed in the blade-to-blade direction and Calculated static pressure contours on die blade surfaces

the periodicity condition is applied. The standard bound- at the 100 percent rotor speed are shown in figures 3

ary conditions for the transonic flow in a compressor are and 4. In figure 3. the static pressure distribution on the
used (Hah and Wennerstrom [1990]). About two of Cray blade surface is shown for the entire rotor blade. The
YMP single processor CPU hours are required to get a fully calculated static pressure contours on a projected plane are
converged solution for each operating conditions. shown in figure 4. The change of the shock structure due

to the flow rate is clearly displayed with the numerical
solutions. At all three flow conditions, the shock shape is

RESULTS AND DISCUSSION three-dimensional with the shock quite oblique away from
the endwall. However, the shock becomes norma to the

In the current design procedure, three-dimensional endwall near the casing due to the physical constraint. As
Navier-Stokes CFD is frequently used to verify the final shown in figures 3 and 4. most changes in flow structure
design, which has been derived with various simpler meth- with the various mass flow rates happen between the casing
ods 'streamline curvature, three-dimensional potential, Eu- and 50 percent span height.
ler method, etc.). The primary objective of the current study Relative velocity vectors inside the suction surface
is to examine how well a three-dimensional Navier-Stokes boundary layer am shown in figure 5 for the three operating
method can calculate the aerodynamic performance of a conditions. Velocity vectors follow the conventional stream
state-of-the-art low-aspect ratio transonic fan at various op- surfaces before the passage shock. However, strong radial
erating conditions. To assess the performance of the code flow develops immediately after the shock. This strong ra-
and to anchor the code for design application, the detailed dially outward flow inside transonic compressors was previ-
flow field and the overall aerodynamic performance are an- ously observed and discussed (Kerrebrock f1980. Kotidis
alyzed and compared with the available experimental data. and Epstein [19901. Hah and Wennerstrom [19901). For the



current rotor, no axially reversed flow region is calculated The currently applied numerical method along with
except near the tip-clearance area for all the flow rates. the turbulence model calculate details of the flow field
The radially outward flow is due to the shock-boundary with the accuracy acceptable for engineering application.
layer interaction near the casing (above 40 percent of the The aerodynamic behavior of the rotor at different rotor
span) while traditional secondary flow phenomena cause speeds and mass flow rates is also calculated well. Some
the radial flow near the hub. Particle traces inside the blade disagreement in aerodynamic loss calculation, especially
passage are shown in figure 6. Particle traces in figure 6 near the tip region, might be improved if a more realistic
illustrate spanwise mixing and detailed structure of the tip- turbulence model along with a further refined gria are used.
clearance vortex. Swirling motion of fluid particles due to The current numerical capability could be used to conduct a
this vortex is clearly shown in figure 6. This tip-clearance parametric study of transonic fan design. Also a preliminary
vortex and its interaction with the passage shock seem to evaluation of revolutionary designs can be done using such
dominate the endwal flow phenomena. Therefore, proper a tool.
control of this vortex might improve the compressor effi-
ciency significantly.
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Fig. In. Front view of rotor 4. Fig. lb. Rotor 4 computational grid ( 6 nodes
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Fig. 3a. Static pressure distribution
at stall condition (100 % rotor speed).

Fig. 3b. Static pressure distribution
at design condition (100 % rotor speed).

Fig. 3c. Static pressure distribution
at choke condition (100 % rotor speed).
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suction side Pressure side

Fig. 4a. Calculated static pressure contours
at stall condition (100 % rotor speed).

suction side Pressure side

Fig. 4b. Calculated static pressure contours
at design condition (100 % rotor speed).
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Fig. 5a. Velocity vectors near the suction surface
at stall condition (100 % rotor speed).

Fig. 5b. Velocity vectors near the suction surface
at design condition (100 % rotor speed).

- Z

Fig. 5c. Velocity vectors near the suction surface
at choke condition (100 % rotor speed).



Fig. 6a. Particle traces near the blade surface.

Fig. 6b. Structure of the tip-clearance vortex.
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Fig. 8b. Entropy contours at the trailing edge Fig. 8c. Entropy contours at the trailing edge
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Discussion

J. ADAMCZYK, NASA LEWIS, U.S.A.
The data shown in Fig. 9 shows the rotor at 100 percent speed chokes at a mass flow of

61 lb/sec, your simulation shows no evidence that the rotor is choked at this flow rate or at the
low back pressure case for which the computed flow rate is 62 lb/sec. What is the computed
choke flow rate for this machine?

AUTHOR'S REPLY
First of all, the test rig was not operated for fully choked condition because of the

restriction of the test facility. Therefore, flow behavior near the choke condition was not studied
very well experimentally. The computed mass flow rate at choke seems slightly higher than the
experimentally derived value.

P. RAMETTE, DASSAULT AVIATION, FRANCE
In your model, turbulence is computed with a standard two equation model with a low

Reynolds number extension. Could you comment on the modifications made in order to include
low Reynolds number effects? What could be the next improvement to take into account
turbulence effects?

AUTHOR'S REPLY
Our code is programmed so that the low-Reynolds-number correction is automatically

activated when the grid y+ is less than 11. To account for the effects in the numerical
solution, we need typically 10 to 25 points inside the boundary layer. Near the shock/boundary-
layer interaction area, the grid is fine and most of the correction is included. We are also
studying alternate ways to improve the turbulence modeling aspect of the code.

R. GRAY, WRIGHT LABS, U.S.A.
The ability to characterize three-dimensional shock surfaces is very good. Can you

comment on remaining work to correctly calculate the shock-boundary layer interaction, which
must be quite complex?

AUTHOR'S REPLY
We have demonstrated our capability to capture shock/boundary-layer interaction, we are

further looking into the improvements of both numerics of physical modeling. Probably, we
need further refined grid near the interaction area and some improvements in turbulence
modeling.

K. BROICHHAUSEN, MTU, MUNCHEN, GERMANY
The Mach number in the tip region of the fan is about 1.5. Could you comment on the

regular flow pattern near the end wall without a pronounced separation?

AUTHOR'S REPLY
The compressor is a state-of-the-art design. The relative motion of endwall and tip

clearance flow energizes the flow near the tip-region and no large flow separatioi. is observed.
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D. HOBBS, PRATT & WHITNEY, U.S.A.
Did your analysis of the various rotors in the parametric series show significant differences

in these designs and their respective performance levels and flow fields?

AUTHOR'S REPLY
All the numerical results for different rotors show considerable variation of performance.

We art studying various reasons for these differences. Hopefully, some of the results will be
released to the community.
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ON THE COMPUTATION OF UNSTEADY TURBOMACHINERY FLOWS
PART I - EULER EQUATIONS IN VIBRATING CASCADES

by

Georg A.Gerolvmos*
Universite Pierre & Marie Curie 92- 16077

Building 511. 91405 Orsay 92- 16077
France fl U I

ABSTRACT Euler methods is not an end to itself, but a first
step towards the development of Navier-Stokes

The purpose of this paper is to present a
solvers.

methodology for unsteady flow analysis in

vibrating transonic compressor cascades, using . positive incidence subsonic

EuLer equations. After a brief discussion of the 2. unstained flutter
problem, the numerical algorithm ts presented, for 3. high back-pressure started
the 3-D case, with particular emphasis on grid 4. low back-pressure started

displacement procedures, slipsurface-ftlng,
prsure rato5chk

b o u n d a r y - c o n d itio n s a n d th e ir e f f e c t o n 6 .reti o i. shok e
6. negative incidence subsonic

computational results. ChorochronLc flow

periodicity and modal superposition are briefly surge line

discussed. Several results from realistic aircraft

engine turbomachinery configurations are

presented. J7ie lack of, and urgent need for 3-D

experimental data combining unsteady pressure s c
measurements and vibrating modeshapes are \ 9

stressed. The methods are then validated through

comparison with time-linearized flat-plate cascade

theory (analytical) and experimental data from \i_

annular and linear cascades. A method for '. I\I j
computing the aeromechanical coupling is I

presented. Finally a discussion concerning the

taking Into account of viscous effects is massflow

undertaken.

Fig. I Compressor map showing typical flutter

I INTRODUCTION boundaries.

Transonic compressors are susceptible to flutter
A simple system-approach to explaining flutter isin various regions of their pressure-ratio vs.

mass-flow-rate operating map. Various, but not presented in Fig. 2, in the form of a potentially

radically different definitions of flutter types unstable feedback-loop, where random or

exist in the litterature, e.g. Sisto.'
9

87 quasi-randm blade oscillations are amplified and

then sustained by extracting energy from the
Focussing our interest on modern high-tip-speed (962

transonic compressors the diagramme of Fig. f,

largely inspired from the work of often, in the case of wing-flutter the coupled

Lubomski-
1979

.
1 1  

is introduced. At high structure/flow system is numerically time-marchedLn orer tkdeisriintroduced.se oAtn higha

mass-flow, viz. in zones 3-4-5 of Fig. 1, flutter in order to determine the response to an initial

is most probably due to unsteady shock motion, and perturbation, providing a straightforward

stability or instability criterion, e.g.
may be analyzed with quantitatively satisfactory 1989reslt, sig Ele euaion. t hold Guruswamy. 199This fully integrated approach isresults, using Euler equations. It should not applicable to single-interblade-channel
nevertheless be made clear that the development of

mall to: Dr. G.A. Gerolymos. LEMFI, Bldg 511, UPMC, F-91405 Orsay, FRANCE
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simulations for turbomachinery applications, due used, in conjuction with time-linearized solvers.

to the variable-amplitude pitchwise when one uses shock-fitting techniques (Hall &

traveling-waves (cf. Lane'
9

5
6

) which are not Crawley 1
89 

have developed a time-linearized Euler

compatible with usual nonlinear numerical solver using shock-fitting techniques). The

implementations of chorochronic periodicity (cf. general trend in CFD (Computational Fluid

1990b 1988 1989 8
Gerolymos,

O  Giles, . He' ). The only known Dynamics) has been (cf. Hussaini
989

), for almost

alternative is coupling the aerodynamic and 2 decades now, to abandon shock-fitting in favour

structural operators in the frequency domain (e.g. of shock-capturing, on the basis of the weak

Bendiksen Me), even in the case of a solutions concept of Lax.1957',
9 5 7 

The underlying

time-nonlinear aerodynamic operator. reason is that shock-fitting, although in theory

feasible (e.g. Salas"'
6

), can become an

intractable problem in the case of complex 3-D

The present work is mostly concerned with the flowfields, with many interacting shock-waves. The

aerodynamic operator, in the form of a 3-D state-of-the-art of shock-capturing in unsteady

time-marching Euler solver, and its 2-D time-linearized solvers is not well enough

counterpart. The development of time-marching developed yet (but has development potential!).

Euler solvers for use as aerodynamic operator in That is the reason why many authors (e.g. Fransson

an aeroelastic stability prediction methodology is & Pandolfi,
19

8
6  Gerolymos, 

As
99
'

a He,
1 9

89

relatively new in turbomachinery. There are very Bendiksen
1 990 ) have developed time-nonlinear Euler

few references on this subject in the AGARD Manual solvers, based on time-marching schemes, both for

on AeroeLastLcity in Axial-Flow TurbomachLnery the 3-D and the 2,-D problems, despite the

(cf. Acton & Newton1
9

8
7

). In a more recent review substantially higher computing-time requirements

by Bendiksen'
990  several references on Euler in comparison with time-linearized methods.

solvers are given, and the interested reader may

consult this reference for further details. The time-marching Euler solver could be used to

Reviews on time-linearized unsteady turbomachinery produce a modal data base and then coupled, in the

aerodynamics have been published by frequency domain, with the structural operator.

Verdon.
19

6
7 ' 1992  

For subsonic inviscid flows, the Such a procedure was in fact used by Henry &

vibrating cascade problem can be treated quite Vincent. It is however both expensive and

successfully using time-linearized methods. When, tedious to manually construct such a modal

however, shock-waves are embedded in the aerodynamic data-base, making this procedure

flowfield, several theoretical and practical cumbersome for use in the design process. An

problems are encountered. Williams 
19

7
9

,
1 9

8 has alternative, is mode-modification during the

shown that the motion of shock-waves is nonlinear time-marching iterations (cf. Gerolymos'9b ),

even from the point-of-view of a linearized which will be discussed a, the end of the present

solver. The work of Williams can certainly be report.

aeromechanical system

structure 1

flexibility

Pd m< 0

v~br pert daa p meo

Fig. 2 Schematic block-diatgram for the coupled flow/structure system.



11-3

In the following the numerics of a time-marching sense of the impossibility of higher

Euler solver are discussed, with particular pressure-ratios) and upstream incidence increase

emphasis on boundary-conditions. After presenting from the unique-incidence-angle (inducing lower

summary results for a typical aircraft engine fan, mass-flow-rates at constant speed) are associated

a coupled aeromechanical solver, using the with the detached leading-edge shock-system, which

mode-modification technique is described, and turns the flow to near-unique-incidence before the

assessed by presenting some typical results. The interblade-channel entrance, and that viscous

validation of time-nonlinear Euler methods is effects are not very important. The previous

discussed in detail, and comparisons of argument concerns shock-system structure and

computational results with both theory and pressure distributions, but not efficiency and

experiment are presented. Finally some remarks are losses.

made on future research for computing the viscous

flowfield, and extending this methodology to Consequently, the Euler solvers that will be

subsonic flutter analysis. described in the sequel, aim at determining the
flowfield response to a prescribed bladed-disk

2 BASIC STRUCTURAL OPERATOR vibration, for operation in zones 3-4-5, i.e. for

predicting started and unstarted supersonic

The unsteady 3-D solver needs a vibratory mode flutter.

input. This is computed using an existing

finite-element solver, in the present case 3.2 Euler Equations & Numerical Scheme

SAMCEF." The structural method is based on the
work on rotationally periodic structures by The flowfield is modelled by the unsteady 3-D

1979 1950 .1984 Th lwil ismdle byteutay3-
Thomas, Henry,' and Henry & Ferraris. Euler equations (e.g. Vavra %0 ),
Steady aerodynamic loading and centrifugal

stiffening are taken into account in the

computations. 8p
a--- + (p) 0 1ia)

t + V-(p* *+pl) + 2 QixwJ + V(-D'R2 /2) 0 (lb)

3 3-D EULER SOLVER 8pE+at + -(pWh )= 0 Ilc)

3.1 Flow Description & Problem Position
completed by the perfect-gas equation-of-state,

Using Euler methods, one can expect satisfactory

results only in the operating-map regions where P=R T2

viscous effects are not overwhelmingly important.

It should be reminded that the problem at hand is where p is the density, t the time, V the gradient

the determination of the aeroelastic stability of operator, W the relative flow velocity, h the

a given configuration, and not the estimation of rothalpy (h t=h+W2-(OR) /2), h the static

efficiency, i.e. the problem is to obtain an enthalpy, E the total energy in the rotating frame

accurate prediction of pressure distributions (E=htR-p/p), i the rotational velocity vector, R

around the airfoil, both for the steady flow, and the radius with respect to the rotation axis, p

the vibration-driven oscillatory flow. the static pressure, T the static temperature, R
the gas-constant, and I the identity 3x3 tensor.

For started flow on the nominal-speed-line, Euler

solvers are expected to give a good qualitative The numerical method used for integrating the

description of the shock-waves system inside the Euler equations is presented in detail in

rotor (cf. Epstein & al.. 179 Kerrebrock 19 3 Gerolymos,' 9
s'

l
" 

z  and will be only briefly

Karadimas 195 5  Experience with aeroelastic described here. The unsteady Euler equations are

studies (cf. Gerolymos. 9s a 1 "D. Gerolymos & discretized in a inoving grid, using a

al. o°) suggests that the same is true for finite-volume technique based on 3-linear

unstarted flow as well, at least at high isoparametric brick elements. The resulting

rotational speeds (nominal or near-nominal). A semi-descrete equations are then integrated in

plausible explanation is that stalling (in the time using the 5-stage Runge-Kutta scheme devised

SAMCEF (Systeme d' Analyse des Milieux Continus par Elements Finis) is a computer program by SAMTech 113).
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by Jameson & al., 
19

8 and used by Venkatakrishnan 3.3 Boundary Conditions

& Jameson9 for the computation of unsteady

flows over isolated airfoils. Shock-capturing is 3.3.1 General Remarks: Boundary conditions are

achieved through use of a combined 2-order applied using the theory of characteristics. The

nonlinear and 4-order smoothing dissipation particular numerical implementation follows

operator, following Jameson & al.,1981 closely the work of Brochet'a ° and Cambier &
198",1986b 1989 1985,1989 1992.Pulliam, and Ollson & Johnson. A al.. (for details cf. Gerolymos I. In

typical H-grid, for a wide-chord fan is shown in the following, boundary conditions will be

Fig. 3. The computational grid is displaced at discussed mostly from the physical point-of-view.

every iteration to conform with the vibrating

blades. Grid generation and displacement are done 3.3.2 Blade Boundary Conditions: On the blades'

algebraically and are described in surface a89 the unsteady nonpenetration condition

Gerolymos. 1 ,a199 0  is applied,

The flow-diagram for the 3-D computer-program (t,). n(t,x) = q t(t,x) n(t,) V x E aB ( 3

MANIAC-2 (Methodology for Aeroelastic Numerical

Instability Analysis in Compressors) is depicted where n is the unit normal vector on the blades

in Fig. 4. surface, x is the position vector, q is the blade

surface position vector (mean position +

instantaneous vibratory displacement), and q is

the time-derivative of q. It should be noted that

when using the 5-stage Jameson scheme boundary

conditions (and particularly nonpenetration)

should be applied at the end of every stage of the

Runge-Kutta cycle, and not only at the end of the

cycle (in this connexion the work of Gottlieb &

Turkel 197 can be consulted).

3.3.3 Inflow Boundary Conditions: At the inflow

boundary, in the present version of the 3-D code a

I-D nonreflecting boundary condition, following

the theory by Hedstrom. 1" 9 
which for the present

case may be summarized as:

Fig. 3 Typical computational H-grid for a wide-chord

tan.

g e o m e t ry m uttr a m
Program

steady ow I t
j w 71, 5..modal

, ~~~MANIAC-2 +... -read dtbs

grid w~t

write

Fig. 4 Flow-diagram of the 3-D computer-program MANIAC-2.
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where (.1 denotes partial derivation with
p *pa (wn) = fi0 14a) ,1

respect to time, n is the ingoing unit normal

S = 0 (4b) vector at the outflow boundary (invariably the

[Ve )] = 0 (4c negative axial direction), p the static pressure,

u ,t p the static density, a the sound velocity, W the

r )] = 0 (4d) relative flow velocity.

where () denotes partial derivation with
r .) 3.3.5 Supersonic Throughflow Machinery:The above

respect to time, 4e(a I a is the angle between the
2 vectors al and a, n is the ingoing unit normal budr odtosaevld i h aeo

conventional subsonic throughflow machinery where

vector at the upstream boundary (invariably the the normal to the boundary Mach nwnber is subsonic

positive axial direction), p the static pressure,
p the static density, a the sound velocity, W the (IMIl < I), In the supersonic throughf low case,
reltie flowic elity, a the oundepy, the lately drawing much attention (cf. Wood & al. 198

8
relative flow velocity, .S the entropy, V the fostaylwanyis nd eig ad eb&

for steady flow analysis and design and Kielb &
absolute flow velocity, e the unit vector in the
tangential direction, and e the unit vector in Ramsey for aeroelastic studies) all variables

r are fixed at the inflow boundary, and none is
the radial direction. Conditions 4c and 4d imply fixed at the outflow. The unsteady problem is
that the absolute flow angles (tangential and

indeed much simpler, since no upstream-propagating
radial) are fixed, since they remain equal to

waves appear, as can be seen e.g. in the work of
those of the initialization. Lane.1957

It should be remarked that the present boundary 3.3.6 Cut Condition: At the permeable pitchwise

condition is not nonreflecting in the 3-D case. boundaries, a matching condition between adjacent

Results using this boundary condition or a channels is applied, following Cambier &

classical reservoir boundary condition are al..19ss'tgs9 The problem of reconstructing the

identical insofar as blade pressures are flow on the 2 neighbouring channels, making use of

concerned, as shown in Gerolymos & al.. 19 In chorochronic periodicity conditions, is discussed

another study, concerning wake/rotor interaction in 3.3.8. The matching condition, is applied by

(cf. Chapin 1"
2 )  the multi-dimensional discretizing the characteristic equations on the

nonreflecting boundary condition that was surface that separates the 2 channels and taking
1987190

developed by Thompson . has been only upwind information, in the sense of

implemented in the 2-D code. In a test case, information propagation along characteristics.

consisting of a 2-D channel, with uniform Thus if the normal to the interface Mach number is

nonviscous flow for t<O. where at t=0 a wake supersonic, only the characteristic equations from

appears at the inflow boundary and is then the 'upstream' channel are used. If it is

convected to the outflow, Thompson's condition subsonic, the characteristic equation of the

gave spectacularly better results near the 'upstream'-traveling pressure-wave is taken from

boundary (in fact no perturbation whatsoever of the 'downstream' channel, and all 4 others from

the wake profile was introduced). However the the 'upstream' channel (for details cf.

error introduced when using Hedstrom's condition Gerolymos1"2).

is only local, and as numerical tests have shown

does not propagate upstream (it creates, in the 3.3.7 Slipsurface Fitting: Downstream the

sense of Moretti,
% 9 a numerical boundary-layer) trailing-plane of the blades, a simple matching

Work on implementing Thompson's nonreflecting condition between adjacent channels might be

boundary condition in the 3-D code, and on testing looked upon with some suspicion. The problem

its effects for vibrating cascade configurations touches upon the old, but still actual unsteady

at resonance conditions is currently under way. Kutta condition issue (cf. Sears,1
9

7
6

McCroskey,1
9 77  Satyanarayana & Davis,3

9 78

3.3.4 Outflow Boundary Conditions: At the outflow Fleeter,
98 0  Crighton. Amiet 199). One

boundary again a I-D nonreflecting boundary solution, which has been used by this author, both

condition, following Hedstrom.
19 79 is applied, in 24 -D and 3-D, is to attach a slipsurface to the

trailing-plane of the blades. This is not so

P t + Pa (W n1 = 0 ( S ) difficult. as it would be in external 3-D

aerodynamics, because of the existence of the hub
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and tip surfaces, which provide material limits to numerical computations may become unstable, due to

the slipsurface, thus avoiding any roll-up grid degeneracy, if the outflow-boundary is

problems, that make such a procedure impossible in positionned very far downstream. This problem does

external aerodynamics. As explained in Cambier & not appear in 21-D computations, where the whole

a.98 for the computation of this contact blade-to-blade surface is unrolled and mapped onto

discontinuity, all compatibility relations (in a plane Positionning the outflow-boundary near

both domains) are used; the matching conditions the trailing-plane might be unattractive,

apply the equality of pressures and normal especially when the cascade and vibration

velocities, and allow for differences in parameters correspond to propagating waves (cf.

tangential velocities and entropy (computed Whitehead18 ). Furthermore, Thompson's

separately in each domain, using the corresponding nonreflecting boundary condition has presented

characteristic equations). The flow velocity problems when used at the outflow-boundary, in

normal to the contact discontinuity and relative combination with slipsurface-fitting. Therefore

to it (normal flow velocity. W.,minus normal studies are under way in order to use a simple

slipsurface displacement velocity. Un ) must be 0 matching condition in lieu of a

(cf. Lax%'419 67 ). Therefore, at every iteration, fitted-slipsurface, and especially in order to

the sllpsurface is displaced using the computed determine the price one must pay in terms of

flow velocity. In order that the slipsurface higher circumferential resolution for the same

remain a smooth surface, and that no instabilities accuracy (the problem of capturing a contact

occur during the displacement procedure, the grid discontinuity, which as noted by Lax'"
95 7 

will

points on the slipsurface are displaced in a have the tendency to spread with time). One can

purely circumferential direction (with a velocity also note the enhanced robustness induced by

whose projection on the normal to the slipstream slipstream fitting, especially in

gives the normal displacement velocity Ut ) , and supersonic-throughf low machinery computations, as

slopes on the slipsurface are always remarked by Dumas. 192

upstream-biased. For further details cf.
Gerolymos.192 3.3.8 Chorochronlc Periodicity: When one is

concerned with the response of the flowfield to a

A typical slipsurface plot. for Fan A which is traveling-wave vibration of the bladed-disk.

described in section 4 'Sample Results' (cf. Tab. spectacular gains in computing-time are obtained

2) is presented in Fig. 5. It represents the by computing only one interblade-channel making

slipsurface. for the steady-flow computation, at use of the chorochronic periodicity of the flow

nominal operation. It should be observed that the (cf. Fig. 6). Chorochronic periodicity is

variation of flow-angles with radial position introduced because, as shown by Lane,
95

' the

introduce a tendency to stretch the slipsurface, aeroelastic eigenmodes of a perfectly tuned (with

and, at the same time to roll it round the hub. perfect cyclic symmetry) bladed-disk are

For this reason (quite representative of reality) traveling-waves, decaying, propagating or

...-. OUTFLOW

trailing-edge plane flow direction

TE

\" " OUTFLOW

outflow plane

HUB TE

Fig. 5 Typical slipsurface plot for a wide-chord fan.
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amplifying, depending on the aeroelastic stability for every aeromechanical quantity F. where t is

of the system (under the sole assumption that the the time, x the coordinate along the engine axis,

coupled aeromechanical system is linear), viz. R the radius, 0 the azimuthal angle, w the

that the vibration of the bladed-disk is of the vibration frequency. Or the

form. interblade-phase-angle, N the number of blades and
kaZ.

q (t , x , R , e+2kit/N ) = There are 2 different ways for the numerical

(61 treatment of chorochronic periodicity, either the
e - (j t Re q0(t. x . R , 0 )e 6 Time-inclining (TI) method, introduced by

Giles,190s,1,0 or the

where q is the vibratory displacement vector, t Signal-Storage-and-Reconstruction (SSR) technique,

the time, x the coordinate along the engine axis, introduced by Erdos & al.. 197 and used by various

R the radius, 0 the azimuthal angle of a reference authors either in vibrating cascades (e.g.

sector (0s<22/N), q the vibratory displacement Geroiymos, 198
. 1

990&
1

"2& He 199) or in

vector of the reference sector, w the angular wake/rotor interaction (e.g. Hodson, 19  Koya &

vibration frequency, < the damping factor, 9 r the Kotake, Lewis & al. 199). This author has used

nterblade-phase-angle, N the number of blades and the SSR technique, with storage of a discretized

kWl. Eq. 6 is the symbolic representation of the temporal signal and reconstruction using piecewise

traveling-wave mode, where all the blades vibrate quintic interpolation.

in the same way as their neighbour. but with a

phase-difference one-from-another of Or, and an 34 2'-D Euler Solver

amplitude varying as e with time.

A similar code has been developed for the D

case, solving the blade-to-blade Euler equations,

a(pbR) a(pbRW M  8(pbRW )-+ =0 ( 8a)

at 8m 8e

O(pbRW ) 8(pbRW2+bRp) a(pbRWuWm) dl bR) dR
+ + -p -pb(W+M) 8b)

at am R ae dm dm

a(pbRWu ) a(pbRWmW )  a(pbRW2 +bRp) dR+ -pbW (Wu+22R) - (8c)

at am Ra& m u dm

a(pbRE] (pbREWm+bRpW.) I (pbREWu+bRpW u )
+ =0 ( 8d)

at Om Rae

In practice, for reasons that will be discussed in

detailI i n section 3.1 'Traveing-Waes', where t is the time, m is the meridional
coordinate, 0 is the azimuthal angle. R~m) the

aerodynamic computations are done for a
radius of the streamsurf ace which is assumed

constant-amplitude traveling-wave vibration input.

For such an input it is assumed (and has been axisymmetric, p the static density, p the static

verified through comparison with full annular pressure. E the total energy

cascade computations in Gerolymos 1990 ) that the (E=e+(W 2+W l/2-( 2), W ="e , 
W =e ,and blm)

same chorochronic periodicity is found in the the streamsheet blockage. In the above Eq. 8, the

flowfield. Hence. computations are performed on a assumption is made that b and R are not functions

single channel, applying ti.e following of time (viz. bt =0 and R ).

chorochroni oeriodicity conditions at the

permeable pitchwise boundaries. An earlier version of the code (cf. Gerolymos I88)

used MacCormack's explicit scheme [MacCormack
9
j

71 )

F (t , x , R , e ) = to solve the Euler equations. In the current

version of the 2'-D code Ni's explicit scheme

F ( t-kw '6 , x , R . e+2kx/N 1 7 (Ni 19
2 )  is used (the particular numerical

implementation follows closely Gerolymosl °-
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G k 0, when computing chorochronic periodicity

conditions. If a linearized computation is made,

(X this is trivial. It is not so, in the case of a

general nonlinear (containing many harmonics)

oscillation, unless one assumes that all harmonics
O R.. are damped (with positive or negative damping) in

the same way (or following some presribed law). It

is believed that chorochronic periodicity, in the
case of VATW modes is an important field for

AZIMUTH further developments.

Current state-of-the-art is to compute separately
the unsteady aerodynamic pressures, on the blade

BLAD E 1 - surface, by imposing a Constant-amplitude

traveling-wave vibration of the blades, in which

BLADE 2 -. case chorochronic periodicity in the sense of Eq.
7 and Fig. 6 applies. This kind of computation of

Constant-Amplitude Traveling-Wave (CATW) has been

BLADE 3 presented by a number of authors for 2-D or 2 -D
- e.g. Fransson & Pandolfi, 198

6 Gerolymos, 1 88 Kau

PHASF & Gallus, 1 89 
He,1 9 89 

Bendiksen Mo°) and for 3-D
(Gerolymos 19 90&, 1990 b ) methods. The basic

Fig. 6 Constant-Amplitude Traveling-Waves (CATW) justification of using CATW codes is that the
chorochronic periodicity. characteristic time of the traveling-wave

amplitude variation is much larger than the period
of vibration (in other words that the damping

4 CHOROCHRONIC PERIODICITY & ratio 1 is very small).

EULER MEHODOLOGY A note on bifurcation phenomena is in order here.

Bendiksen o  
discusses the case of a subsonic4,.1 Traveling-Waves

cascade, oscillating at large amplitudes, where

the trailing-edge region becomes transonic for aIt was noted in 3.3.8 that the aeromechanical part of the period, thus invalidating the
eigenmodes of prrfectly tuned bladed-disks are classical Kutta condition used in linearized
Variable-Amplitude Traveling-Waves (VATW) of theEq 6tye.Ifon asinerstd ncascade theory ( because of the change ofE q . 6 t y p e . I f o n e w a s i n t e r e s t e d i n s i m u l a t i n g w v - r p g t o t u t r n t e s p r o iwave-propagation structure in the supersonic
the entire N-blade rotor, a VATW vibratory motion region). This would be a serious problem for a
(with positive or negative damping) could be

linearized method because, as stated byapplied to the blades, and its development

followed in time. This would be the more

interesting in view of coupling the aerodynamic

computation with a structural one, as is at blade #3

present becoming usual practice for aeroelastic

computations over wings (e.g. Guruswamy, 19 89

Bendiksen & Kousen ). In that case, as

illustrated in (Fig. 7.), the amplitude of blade #2

oscillation of any aeromechanical quantity will

ipcrease or decrease in time.

In practice, however, computations are done in a

s!ngc cn ancl, will, ,g!w z c1101 .iu u, perlolclty blade #1
conditions on the permeable pitchwise boundaries.

In view of Fig. 7, it becomes clear that damping.

in the sense of amplitude modification from one
period to the other, should be taken into account Fig. 7 Variable-Amplitude Traveling-Waves (VATW)

quasi-periodicity.
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Bendiksen,1 990  'there is no correct steady ILAISLUN GGI 11 / . G 1. 3 I

flowfteld about which the unsteady problem can be H = 1.32 .

LInearized'. This is certainly true, but the Sr = 0.24

problem of using CATW instead of the actually

occuring VATW for bifurcating configurations is,
at present, quite open. The practical implications . ] ]7URVLINAR

of Bendiksen's problem, however, are not 7 0
c

1NATE

necessarily important, since Euler equations are Sw A

reliable in the supersonic flutter regions where /

the flow is supersonic everywhere, and no /
bifurcations of this type appear. A bifurcation 0. 360. 720.

phenomenon, however, that can appear on the PHASE (DEC)

nominal speed line is passing from started to Fig. 9 Validation of chorochronic periodicity for

unstarted flow during one part of the oscillation a wide-chord fan cascade.

cycle. This case should also be investigated. 18AV(L IN sIA M)rLUC

WAV[ WAVE WAVE

TORSION 30 N = 1.32

2.

NONLINEAR

AMPLITUDE (DEG) *~'~0l~0

LINEAR

0.1 . .5 -. ... ..

STROUlHAL NUMBER

Fig. 8 Nonlinearity threshold for a wide-chord fan Fig. 10 Assembly modal bases for turbomachinery

cascade. 
aeroelastic analysis.

4.*3 Influence-Waves
4.2 Chorochronic Periodicity for CATW

The existence of important nonlinearities might By influence-wave is understood a configuration

raise questions concerning the validity of CATW (cf. Fig. 10) where only one blade in the cascade

m O1b d vibrates. It is one of the usual assembly modalmethods. Gerolymos determined the

bases for aeroelastic turbomachinery analysis (cf.
nonlinearity threshold (Fig. 8) for the case of a

typcalairraf fa (Fn A atthenomnalCrawley gIs. Experimentally it is much easier to
typical aircraft fan (Fan A) at the nominal

build and control an influence-wave configuration,
operating point vibrating in pure torsion around

than a traveling-wave one (it not only requires
midchord at Sr =0.24 (corresponding to the 662Hz

Xless energy to make a single blade vibrate, thus
frequency of the blade's torsional mode). Fig. 8

making possible higher vibration frequencies, but
is in qualitative agreement with a similar study

of Dowell & al.
1983 in finding that nonlinearity also traveling-wave synchronization control is not

needed). For this reason many experimental data
makes its appearance at low frequencies earlier are obtained in influence-wave configurations

than at high frequencies. Based on Fig. 8 one (e.g. Hanamura & al., Girault,"s

might conclude that nonlinearities are not very Szechenyi. Iq7  Fransson, 199 Buff urn &
important in this region, advocating for the Fleeter 1). Bblcs & al.

1989  
have shown

',alidity of CATW methods, experimentally, by comparison of results obtained

A full-annular cascade code (cf. Gerolymos1988
)  in an annular cascade, for an influence-wave and a

was used to study the validity of chorochronic traveling-wave of the same blade-mode, that the 2
techniques are equivalent, in the sense that the

periodicity for a CATW. Sample results of this

aerodynamic pressure-harmonics obtained by linear
study are presented in Fig 9. superposit ion of the influence-coefficients are
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within measuring accuracy the same as those The measured compressor operating map is shown in

obtained for a traveling-wave vibration. A Fig. 12. On the nominal speed line are shown 4

numerical investigation by Gerolymos 1
° b 

came to points computed with the 3-D Euler code

the same conclusions (cf. Fig. ll). (Gerolymos199 0 ). If the computed points are

plotted as vs. rnmin and reportedrlomnal nomrlnal

The computational interest of the influence-wave on the measured operating map the agreement of

computation (OW) is the possibility to compare Fig. 12 is obtained, provided that the computed

with experimental data obtained in the same type and measured nominal values are used for

of configuration, i.e., as remarked by Fleeter & nondimensionalizing the computed and measured

Jay, 1"7 experiment and computation simulate values, respectively. This conclusion is rather

exactly the same configuration. general on the nominal speed line, where the

evolution i vs. mh is governed mostly by the

4.._3 Euler Solvers System evolution of the shock-waves system, meaning that

the evolution of the flowfield near nominal speed

The Euler solvers that are used in this paper are is well predicted by Euler methods (although

summarized in Tab. I. The MultiChannel method (MC) dimensional values are -5% in error). In

was developped for the study of modal particuler the success of the computation for the

superposition and unsteady periodicity. The unstarted flow point 4, near the surge-line should

Influence-Wave (IW) method was developed for be noted.

comparing directly with experimental data obtained

in an influence-wave setup. It should be noted

that there is no particular gain in using an The steady-state isoMachs for the design point

influence-wave computation for aeroelastic (point #3 in Fig. 12) are shown in Fig. 13. The

stability analyes, since the same results can be flow is started with a strong in-passage

obtained by computing a limited number of shock-wave. The computed point is near stall, and

traveling-waves, with the TW method, and analyzing the shock-wave has moved forward in the

the results to compute the influence coefficients. interblade-channel. Unsteady computations will be

presented for the 3. mode, which, as shown in Fig.

S SAMPLE RESULTS 14, is essentially torsional. At standard ISA

conditions, at sea-level, and with 0 aircraft

This section is concerned with presenting typical velocity, the corresponding vibration frequency is

results that can be obtained using the 3-D Euler 707 Hz. Computations are performed for a number of

equations in vibrating cascades (CATW periods, until the unsteady results (in the sense

computations). The rotor that will be considered of pressure-harmonics) converge. Unsteady

is Fan A (cf. Tab. 21. convergence was quantified by the error L2-norm

BFLNDINQ 445 Hz / 1mm / - 7 0 m = 1.32

Sr = 0.16

MODULE PHASE

10.+T(

SUCTWIN-SIDE 5. INFLUENCE

0. -1110 ... WAVE

0. 1. .- TRAVELING

10. [+100 WAVE

PRESSURE-SIDE 5.

. 1. 0. 1.

AXIAL COORDINATE

FIRST PRESSURE COEFFICIENT HARMONIC

Fig. II Comparison of IW and CATW computations.
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error = of unsteady convergence is shown in Fig. 15. As a
general rule engineering accuracy is obtained

t+T within 4 periods, and even sooner if only global
dS dt I 6 results (aerodynamic damping) are required.

T S p(t-T)
to At the end of the simulation pressure-histories

are post-treated to obtain pressure-harmonics on
where t is the time at the start of the period. the blade surface, and, more importantly the
the vibration period, aB the blade surface of aire mean-accumulated-power i.e. the mean value of theS8 , and p the static pressure. The error is

power accumulated by the blade, at every point of
defined as the rms relative variation of pressure its surface, during one vibration period, defined

during the last vibration period. A typical result by

rab. I Euler Codes for Vibrating Cascades.

Methods # of channels
1 # of computations

2

2!1 D methods
2

MultiChannel method (MC) N N

Trave I ing-Wave method (TW) I I

Influence-Wave method 11W) 7+9 N

3-D methods

Traveling-Wave method (TW) I N

for an N-blade rotor
2for I operat Ing point and I blade-mode

Tab. 2 Rotors studied.

Case Fan A Fan C

# of blades 22 38

RPM at design point 9551. 4836.

part-span shroud no yes

7T
C

ITC nomial

SURGE" LINE 1110,
1. -4 3

80% 90 I000.1
0.75 7 -5C

651.
0.5 1 nominal

0.5

Fig. 12 Fan A operating map.



11-32

t +T vibration frequency, and KE the mean vibration

p t. tdkinetic energy of the blade. The evolution of
map (X) p(t) (xt)nlxt) dt

T J 5 vs. 3r for the 4 operating points of Fig.V 4E0 (0 acro r
toV x e (10 12, for vibration in the 3. mode (Fig. 14), is

presented in Fig. ('7.

where map is the mean-accumulated-power, 
T the

period, t the time at the start of the simulated 0,00

period, V the velocity on the surface of the

blade, and n the normal to ,'.he blade's surface.
-200

The isomaps for torsional vibration at a O-order

(ir=0) traveling-wave are presented in Fig. 16. It

is eviuent that the mode studied is a very stable C -4 00

one. C 4

- -6.00

SUCTION PRESSURE

-8&00

L.E. T.E. T.E. L.E. MI -10 00 ... .. .. ..... . . . . . .

Mi0 00 1000 20.00 3006

Sot periods

mEm

i I

M=

i PRESSURE m 0 8 0kW/m
a

I H 2M 0 -3.34kW/rn

Fig. 13 Steady-state isoMachs on the blade-surface te

of Fan A.

of Fn A.6 COUPLED 3-D AEROELASTIC ALYS1S

The stability assessment of a given configuration 6J1 Theory

is obtained considering the aerodynamic damping,

as defined by Carta, 1 5 67 The computations presented in section 4 'Sample

Results' were purely aerodynamic. The vibratory

rr mode was obtained by a finite-element code and was
4 map~ JJ (1l not modified by the unsteady aerodynamic forces.

M Consequently the use of these results for

assessing the aeroelastic stability of a given

wher 6 er.is te arodnamc dapin, ftheconfiguration, is tantamount to assuming that the
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eigenmodes computed taking into account 3rd MODE-/ 707 Hz

centrifugal stiffening and steady aerodynamic

loads, are not substantially modified by the

fluctuating aerodynamic loads which are generated aero

by blade vibration.

A typical time-marching Euler computation of the

3-D unsteady flow in a vibrating cascade requires 7
+ on a CRAY-XMP computer. This computation is 06 STABLE

done for a given vibratory mode and a given -5 0 5 10 UNSTABLE

interblade-phase-angle. If one were to use the 3-D WAVE ORDER

Euler solver for computing a modal database, then

for every interblade-phase-angle, N m Eulermodes

computations are required, if N modes ate
modes --.- POINT 1

used for the modal projection. Hence for a typical ....... POINT 2

N =6, 36 Euler computations would be required, POINT 3
mods.PIN

resulting to unrealistic computing-times. POINT 4

In order to circumvent this problem, a method of Fig. 17 Evoluation of aerodynamic damping for Fan A.

mode-modification during the time-marching

iterations was developed (cf. Gerolymos 199b). The

basic idea is to compute the coupled eigenmode for read

a given 3 r by running only one unsteady 3-D Euler steady flow

computation. The procedure is schematically

described in Fig. 18. After computing the
read

steady-state flowfield, the steady pressures are d

used for computing the steady aerodynamic loads,

for use in the structural computation. The results

of the structural computation generate a

mechanical modal basis

(mechanicalaeromechanical). identified by the next period

couple,

S11(t,r) mode, 112 ) modify

IsraN- I mode

where t is the blade-mode number. N the

modes and

number of modes used for the subsequent modal

synthesis, r the traveling-wave order defining the Fig. 18 Procedure for coupled aeromechanical computation.

intei uaide-phase-angle 0 r N the number of blades.

Based on the orthogonality of mechanical 6"2 Results

eigenmodes of different 3r (cf. Thomas, 197q

1956

I.ane I the computation of the aeromechanical Results of the coupled aeromechanical method are

eigenmode 2(i=mr=n) uses the following modal given for Fan C (cf. Tab. 2), on the operating

basik, line at 107% speed. This fan has a part-span

shroud, which was not taken into account into the

{ lhl~n) l Nm oa 11aerodynamic simulations (it was however included

in the mechanical model, where It has a great

At the end of the aerodynamic simulation of each influence on vibration modes, as explained in the

period, of the aeromechanical mode i(m.n). the work of Carta 197. Although the shock-waves

aeromechanical mode is reactualized by the system of the rotor is influenced by the part-span

contributions of the modes of Eq 13, computed on shroud, with important effects on efficiency Icf.

the basis of the unsteady pressures generated by Derricil sI it is not expected to substantially

1llm,n) The details on the coupling relations are influence the unsteady aerodynamics of the

given in (,erolymo', vibrating cascade. The inclusion of the shroud
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into the aerodynamic model will be the subject of Tab. 3 Coupled 4. aeromechanical mode for Fan C

a future study.The corresponding steady isoMachs -4-order traveling-wave.

are shown in Fig. 19, where one remarks, on the

pressure-side, the penetration of the supersonic mode # frequency

region down to the hub. In Fig. 20 are shown the

isomaps for the 4. mode -4-order traveling-wave. 1 235. Hz 0.17.

This mode is marginally unstable, despite the 2 408. Hz 0.7%

existance of stabilizing peaks at the tip-sections 3 626. Hz 5.07.

(6 a-0.44%). The participation of the other 4 688. Hz 100.0%

mechanical modes in the resulting aeromechanical 5 805. Hz 1.4%

mode is ne-ligibie, as may be seen in Tab. 3. The 6 901. Hz 0.7%

most important contribution (from mode #3, whose

frequency is closest to mode #4) is -5.. This was

found to be so for all the cases that were studied

(for further results and discussion cf. SUCTION PRESSURE

Gerolymos
19 9Zb).

L.E. T.E. T.E. L.E. -7kW/m

SUCTION PRESSURE *

1.89

L.E. T.E. T.E. L.E. Z Z
= I O-OOkW/m

2

1-00

mam

II I -- •27kW/M
2

i! Fig. 20 lsomaps for the -4-order traveling-wave
l. of the 4. mode of" Fan C.I, 0.52

Fig. 19 Steady-state isoMachs on the blade-surface maueet fbt irtr oehp f n
of Fan C. unsteady pressures on the blade. The only existing

such data were those used by Halliwell & al. 1984

7 ON THE VALIDATION OF for validating a stacked 2 -D time-linearized

TIME-NONLINEAR EULER METHODS method derived from the steady method of Whitehead

& Newon, 19 5 
but unfortunately these data (of

7- h aiainPolminsufficient resolution on the blades) are not

available in the open literature (geometry +
T he problem of validating the m ethods presented o e h p s + u t ad pr s r s) T e e ex t
herein for application to the prediction of h w v r t e r t c l r s l s b a b
aircraft engine flutter is twofold. Euler methods Ishikawa, 18 2 Namba, 19 7  

and Salain. 19 7  
The

mus b vlidte a towhthr teyar acomparison of Euler results with these theories

repesnttie odl f te lwfel, ndhas not yet been undertaken, and should be the
particular codes must be validated for eventualsujcofutrreach

programming errors.

In order to assess the potential of Euler solvers,
U n fo rtun a te ly 3 -D d a ta a re sc a rce , if no t c m a i o s w r n e t k n w t v i a l
u n a v a ila b le . A 3 - D e x p e r im e n ta l d a ta b a s e fo rth o e i a a n e x r m n al e s t s n 2
turbomachinery flutter should contain accuratedieso.

dimension
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Tab. 4 Cascades studied

Case Cascade A Cascade B

# of blades in cascade 9 9

chord, mm 100. 100.

solidity 1.44 1.23

setting angle, deg 56.2 62.4

stagger angle, deg 33.8 27.6

•C. Alj L. I TIUDIE •C. PHASE 17

Adamczyk & Goldstein. is globally

............ . .. .satisfactory, and computational results do not

S . . .~ seem dependent on the upstream boundary condition

used, insofar unsteady pressures on the blades are

concerned. Nonetheless discrepencies occur at

resonance, where despite the very good agreement

" V. in phase-angle the computation does not predict

-160. any amplitude-peak at resonance. Since theory is

-,-60o. - co.6O I known to break down at resonance, it cannot be
stated with certainty whether the computations are

correct at resonance (neither that they are

0 th.oY {AaC.fyk (1978)1 incorrect). It is believed that the issue of
€-putat$" (nonrefloctin

s 
Co¢dittton).......... clputftl l 4ro.e lr €o.ntto) resonance in vibrating flat-plate cascade should

be further investigated, and is the subject of

Fig. 21 Comparison of theory and numerical current research.

computations.

7-3 Comparison with Experiment

7-2 Comparison with Theory Comparison of Euler computations with theory, for

By theoretical results are understood results flat-plate cascades is important for validating

obtained through analytical or semi-analytical the methods against simple, well documented

methods, and consequently free of numerical errors configurations. It is as important to compare

(or at least with negligible numerical errors). A Euler results with experimental data from

number of theories exist for flat-plate cascades realistic configurations in order to determine

(cf. Whitehead, Bendiksen, 1" Gerolymos & with what confidence Euler results may be used in

a]. 1990°), producing virtually identical results. aeroelastic stability computations. Comparisons

The comparison of these theories with Euler with experimental data from realistic transonic

computations is described in Gerolymos & al.. compressor cascades have been presented in

Results are presented in Fig. 21, for the Cerolymos,
19 s and Gerolymos & al..

1
99I

so-called Verdon Cascade A, which is a typical

test case for time-linearized theories and Sample results are presented for 2 cascades tested

computations. It is a flat-plate cascade at 0 by ONERA (cf. Tab. 4). In Fig. 22 are presented

ircidence, whose solidity is 1-267, and has a the steady-state wall-Mach-number distributions

59-53" setting-angle with respect to the axial for 3 operating points of ONERA Cascade A, Flow I

direction. The inflow Mach number is 1345. In being at low back-pressure, Flow II at nominal

Fig. 21 are plotted the amplitude and phase-angle back-pressure and Flow Ill at high back-pressure

of the first moment-coefficient harmonic 1C vs. (unstarted configuration). The agreement is inU

interblade-phase-angle j3, for torsional vibration general satisfactory except at the

around midchord at Sr =0-096. The agreement shock-wave/boundary-layer interaction regions, as

between the Euler computations and the theory by might be expected from any nonviscous method.
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Comparisons for unsteady computations are ISEI~ROPZC tACI NUS•n ecper i mnt-

presented in Fig. 23. These results are for the - comput at ion

unsteady pressures on the vibrating blade, for an

influence-wave setup. There is globally reasonably .,*

good agreement, with the exception of the

phase-angle downstream the shock-waves, where the

phase-shift introduced by the

shock-wave/boundary- layer interaction is not

predicted by the inviscid model. It should be

noted that the best agreement is for the unstarted

Flow III.

A global comparison is presented in Fig. 24, for o

an influence-wave setup of ONERA Cascade B. The

computed and experimental imaginary part of the . 2

first harmonic of the moment coefficient are

plotted against interblade-phase-angle. In both

cases the moment coefficient for different

interblade-phase-angles is reconstructed by

superposition of the computed or measured

influence coefficients. It is seen that the

agreement is very satisfactory, and indeed much

better than the agreement in detailed unsteady Fig. 22 Comparison of stedy computed

pressure distributions. In general, and from and experimental results.

experience from other comparisons (cf.
1988 1" OMENT

Gerolymos, Gerolymos & al. i °
) a ±15% (and MMINAIMAGINARY -OPTTO

often better) accuracy in stability predictions PART
(%_) EXPERIMENT -------

can be expected from Euler computations, in the

supersonic flutter region.

7-4 Unanswered Questions & Validation Perspectives STABLE

For -flows in vibrating cascades, the effort for

the validation of Euler methods, and indeed of

computational methods in general, is relatively 50. 'rC F O

new. The basic issues are:

7.4.1 Resonance: All linearized methods, both -100.

semi-analytical and numerical, present an erratic -156.52 0. 187.83

behaviour at resonance, or at least some local and interblade phase-angle (deg)
sharp amplitude peaks. Preliminary numericalshar amlitue paks. Preiminry umercal Fig. 24 Comparison of computed and experimental lm( ICM).

computations have shown no particular behaviour at M

FLOW I FLOW II -ROV2RT N FLOW I1

S - 0. 063 St. - 0.053 Sr. 0.060

... ........ ......

Fig. 23 Comparison of unsteady computed and experimental results.
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resonance (Gerolymos & al. Mo). Further

computations and theoretical studies are needed to 3-D blade geometry

clarify this matter.

7.4.2 3-D Effects: The evaluation of 3-D effects

by comparing results from stacked 2.-D

computations with those of a fully 3-D should be ,j

the subject of a future research. 04.

7.4.3 3-D Code Validation: Although the comparison

proposed in 7.4.2 could serve to this purpose,

comparison with linearized 3-D theory (e.g. Namba

& ishikawa, 1
9

3 Namba,
19s 7 Salatln

198 7 ) 
should be

undertaken in a future study. Fig. 25 Proposal of a 3-D aeroelastic test configuration.

7.4.4 Comparison with Experimental Data:
Comparisons with experimental data presented by

1988I

various authors (e.g. Gerolymos Kau &

Gallus,1 8  Gerolyrnos & al.'" ) are encouraging. 201 21-22 0

However a systematic comparison with the existing

2 -D database should be undertaken.

7.4.5 3-D Experimental Data Base: Well documented 1/
reliable 3-D measurements, combining blade . it

vibration and unsteady pressures are not available -l0o 0 300

in the literature. Although engine measurements

are an ultimate goal, they are far too difficult to

to provide reliable data in the near future. - '

Therefore, a simple wind-tunnel experiment, as the

one described in Fig. 25 should be undertaken. In a _
0 5000

the absence of rotation precise 3-D blade

vibration measurements are within present Fig. 26 Comparison of k-c computations with

state-of-the-art capabilities, and such experiment in channel flow.

measurements are indispensible for code
development must be undertaken, faster methods,

validation.
based on integral boundary-layer corrections of

8 ON VISCOUS EFFECTS
the Euler solvers are bound to play an important

role in the development of predictive capabilities
As stated in the introduction. Euler methods are

of aeroelastic stability. It is hoped that such

not an end to themselves, but a first step towards

the development of viscous flow solvers. Several methods will make possible the prediction of
subsonic positive incidence flutter, where with

interesting works on Navier-Stokes solvers have

the exception of the recently presentedappeared in the literature, mostly for

blade-row-interaction problems (e.g. Jorgenson & incompressible method of Sisto & al., no

Chima. 
1 9 9  Rai & Dring,1990 Rai & Madavan, M

°  computational method exists.

Krouthen & Giles1
9 0 ), and their extension to

It is believed, however, that the parallel

computations in vibrating cascades does not seem

development of unsteady Navier-Stokes solvers,
complicated. However, computing times are

prohibitively large, especially taking into with advanced turbulence-transport closures is of

account the number of computations equal importance. An example of preliminary

(operating-points blade-modes (steady) work in this field is illustrated in Fig.

interblade-phase-anges) needed for aeroelastic 26, whcre are compared k-c computations with

stability prediction (which is just an emerging measured data, for flow in a transonic channel

possibility for 3-D Euler solvers) (cf. Gerolymos
1
'

0
c). The agreement is certainly

not perfect (but much better than inviscid model

In view of this,. althouRh Navier-Stokes solvers predictions). In view of such turbulence-modeling
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problems Denton 19
0  has stated that 'in tne solvers in vibrating cascades is a well developed

complex turbomachtnery environment the accuracy of analysis tool. Interest should be focussed on the

such viscous calculations is severely limitated by development of viscous flow solvers, both for

the limitations of turbulence modelling so that at improving accuracy of stability analysis in the

present only qualitatively accurate results can be supersonic flutter region, and, more importantly,

obtained from even the most sophisticated for predicting subsonic stall flutter.

turbulence models'. However this author feels that

the development of solvers using such ACKNOWLEDGMENTS

sophisticated, computationally expensive, and yet

inaccurate turbulence models is necessary for The studies on turbomachinery aeroelasticity for

their evaluation, and subsequent modification, the development of MANIAC-I (Gerolymos
199 0 ) and

MANIAC-2 (Gerolymos 192a'192bI were financed by

SNECMA. The present paper is published with the

9 CONCLUSIONS & DISCUSSION permission of SNECMA. Special thanks are due to

Alex Ribere of SNECMA-Villaroche who made

A coupled 3-D aeroelastic computation, based on a available the graphics software for postprocessing

3-D Euler solver and a mode-modification the results in Gerolymos, 9 2&I 99 2b and to J.P.

technique, was described. Despite a number of Mascarel of SNECMA-Villaroche who provided the

unanaswered questions, it is argued that 3-D Euler SAMCEF results.
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APPLICATION OF CFD IN THE DESIGN OF

GAS TURBINE ENGINE COMPONENTS
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lextron Lycoming
550 S. Main Street

Stratford. CT )6497
United States

ABSTRACT

The primary focus of this paper is to illustrate the application of three-dimensional viscous
procedures for optimizing the turbomachinery component geometry. Specific cases presented in the paper
include the application of three-dimensional viscous analyses to a transonic axial compressor rotor, a
plittered axial compressor rotor, a turbine rotor, and an exhaust mixer-nozzle. Application of an
axisymetric Navier Stokes solver to the inlet particle separator, and a two-dimensional inverse design
procedures for customizing compressor airfoil geometry are also briefly included.

NOMENCLATURE

C Pressure coefficient
p

H Inlet Particle Separator width

L Inlet Particle Separator length

M Mach number

Pa ambient pressure

Pt total pressure

R outer radius

Tt total temperature

T t total temperature at inlet

V velocity

X axial distance

y,Y radial distance

p particle size

Subscript

avg average value

a ambient

abs absolute value

c core flow (engine flow) 92-16078
f fan flow (bypass flow) III 1 I I 1 I
t total

I. INTRODUCTION

The trend in the aircraft power plants is towards energy efficient, compact, lightweight systems.
In terms of the propulsion parameters, the goal is to increase the thermal efficiency (lower specific
fuel consumption), the specific power (power per unit airflow), and the specific weight (power per unit
weight of the engine). Whereas the thermal efficiency of a gas turbine engine is a direct function of
the overall cycle pressure ratio and thermodynamic efficiencies of individual components, the specific
power primarily depends on the overall cycle temperature. High strength, lightweight materials, and
reduced number of turbomachinery stages are the primary elements for achieving higher specific weight.
A key technology area for achieving higher aerodynamic efficiency of individual components and increased
average stage pressure ratio (fewer stages) is the use of advanced Computational Fluid Dynamics (CFD)
methods in the aerodvanimic design process. This is the basic focus of this paper.

During the past decade, the use of Computational Fluid Dynamics for understanding the complex
flowfield prevailing in the Ras turbine engine has dramatically increased. The result is that a number
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of fully three-dimensional Navier Stokes solvers have reached a degree of sophistication that can make
tnem potential design tools tor tuture engines. With the advent of high speed super computers, the
possibility of routinely applying fully three-dimensional Navier Stokes solvers to complex gas turbine
engine component geometries is within reach. Unfortunately, most of the schemes that are currently used
in the industry sufter trom several inherent problem. These include lack of code robustness, user
untriendly system, and slow convergence rate. Consequently, the application ot these codes has been
limited to the role of research tools for CFD experts. The primary thrust at Textron Lycoming in the
CFD area is to address these limitations, thereby changing the role of these advanced analytical proce-
dures from research tools to design tools.

Currently, the use of two and three-dimensional Navier Stokes solvers is restricted to the flow
analysis mode wherein a designer specifies the component geometry along with inlet/exit flow conditions,
and the code computes the internal flowfield. For application of these procedures in the design pro-
cess, a designer has to iteratively optimize the component geometry to achieve the desired level of
performance. This is a cumbersome process and its effectiveness strongly depends on the background and
experience level of the designer.

More recently, Textron Lycoming has started concentrating on another approach which has come to be
known as "inverse design technique". In this type of scheme one prespecifies on optimum flow distribu-
tion and the code generates a geometry that will produce the prespecified flow. Currently, the applica-
tion of inverse design procedures is restricted to two-dimensional inviscid and inviscid-viscous modes.
In the latter technique, an inverse boundary layer calculation is coupled with an inverse Euler calcula-
tion. A two-dimensional inverse blade-to-blade design method when coupled with an inverse meridional
flow calculation ilI provides an inverse quasi three-dimensional system which can be used to generate an
airfoil shape reasonably close to the final optimum geometry. Another advantage of using an inverse
design scheme is that it can generate geometries that canncL ,e evolved with conventional evolutionary
logic.

This paper is intended to illustrate the application of a number of Navier Stokes solvers to
various gas turbine engine components. Selection of these solvers was based on their meeting the
criteria for use as design tools. Also, to emphasize the inherent benefit of inverse design procedures,
an illustration of the application of a two-dimensional inverse design scheme to a stator airfoil is
included in this paper. Table I summarizes the test cases presented in this paper.

TEST
CASE COMPONENT TYPE OF CODE REFERENCE

I Transonic Compressor Rotor 3-D Viscous-Implicit 9

2 Splittered Rotor 3-D Viscous-Implicit 9

3 Turbine Rotor 3-D Viscous-lmplicit 9

3-D Viscous-Explicit 3

4 Exhaust Mixer-Nozzle 3-D Viscous-Implicit 16

5 Inlet Particle Separator Axisymmetric Viscous-ImpliciL 26

6 Compressor Stator Inverse Design-lnviscid 31

2. TURBOMACHINERY ROTORS

Integration ot the three-dimensional viscous analysis codes into the turbomachinery engineering
design/analysis process has been a major concern of many research institutions and industry in the
recent past. Extensive code validation against experimental data is required before relying on these
codes in the turbomachinery design process. Two three-dimensional Navier Stokes codes, which have
reached the desired degree of sophistication for qualifying as design tools, are reviewed here. These
codes have been successfully applied to a series of advanced turbomachinery stages, and the predicted
flowfield compared against detailed experimental data. The test cases reviewed here include (a) a high
tip speed, highly loaded transonic compressor rotor, (b) a high work turbine rotor, and (c) a 3:1
pressure ratio splittered axial compressor rotor. The first two were designed and tested at Textron
Lycoming; the splittered rotor 121 was designed and tested at the Air Force Aeronautics Research
Laboratory.

Codes Description

LYCVIS30. This code was developed at Textron Lycoming by Subramanian and bozzola 131. It is based
on an explicit, tour-stage Runge-Kutta integration scheme originally proposed by Jameson et al 14). It
solves the Reynolds averaged time dependent three-dimensional Navier Stokes equations in stationary
rotational cylindrical coordinates and uses the Baldwin-Lomax algebraic eddy visoosity turbulence model
I'l. LYCVISID has been successfully run for a variety of compressor and turbine cascades and the
predirtions are in very good agreement with available test data 16-81.

BTOB3D: Textron lvcoming has acquired a three-dimensional viscous code, BTOB30. developed by Dawes
[I at Cambridge University. England. This code is extensively used in the industry. The numerical
scheme, a new efficient implicit time marching algorithm similar to the beam-Warming algorithm 11O, is
used to solve the Navier Stokes equations for compressible flows with an in-built multigrid algorithm to
enhance the convergence rate It also uses the Baldwin-Lomax turbulence model. The current version ot
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this code is highly versatile and can be applied to turbofan bypass geometry, splittered rotors, and
full turbomachinery stages.

Boundary Conditions

A variety of boundary conditions are employed in these codes. At the inflow, the absolute total
pressure, total temperature, and the absolute flow angle are fixed. For the other numerical condition
required at the inflow, the left running Riemann invariant, or the static pressure is extrapolated from
the interior. At the outflow, the hub static pressure is specified. The radial distribution of the
static pressure is calculated using the radial equilibrium condition. The rest of the variables are
extrapolated form the interior points.

For the cell adjacent to solid boundaries, zero flux condition is imposed. Wall static pressure is
calculated by using the normal momentum equation. The no slip condition is specified on the wall for
evaluating wall velocities. Periodic boundaries are treated as interior points in the calculation.

Application of these codes to a transonic compressor rotor, a high work turbine rotor, and a
splittered axial compressor rotor will be presented below.

Transonic Compressor Rotor

To meet the challenge of the next generation compact compressors, Textron Lycoming has designed and
developed a series of axial compressor rotors with design pressure ratios ranging from 2.0:1 to 2.6:1.
Design features that characterize these highly loaded transonic rotors include very low aspect ratio
(0.5-1.0) and ve-y high tip speed (1500-1700 ft/sec). Both swept and unswept airfoils have been analyt-
ically and experimentally evaluated. The flow field through these rotors comprises several complex flow
phenomena including three-dimensional shock, shock boundary layer interaction, and secondary flows due
to tip clearance and endwall boundary layer.

The test case presented here is the first stage rotor (Figure 1) of a multistage axial compressor.
This is an unswept rotor having an aspect ratio below 0.8 and a design tip speed in excess of 1650
ft/sec; the design pressure ratio is higher than 2.4:1 (for proprietary reasons, actual design numbers
are not given here). Dawe's three-dimensioril viscous code, BTOB3D, was applied to this stage using a
3lx85x31 nodes computational grid, shown in Figure 2. The results presented here correspond to the peak
efficiency operating point, which happens to be very close to the design point of this rotor.

Figure 3 shows a tangentially mass averaged spanwise distribution of total pressure ratio at design
point. Predicted results are in excellent agreement with experimental data in the region of 15 to 85
percent span. The code, however, slightly over predicts the pressure ratio near the tip and under
predicts in the hub region. A comparison between the computed total temperature ratio and experimental
data is presented in Figure 4. It is interesting to note that the code underpredicts the total tempera-
ture ratio over the entire span. This discrepancy in temperature is expected because the rotor exit
temperature was measured at the stator leading edge, where the presence of the stator exerts a local
throttling effect causing the work to increase. The phenomenon of the circumferential variation of the
rotor exit temperature caused by the downstream stators is discussed in detail in Reference 11.

Mach number contours at midspan section for near design and near stall conditions are illustrated

in Figure 5. Near the design condition, the flow is characterized by an oblique shock followed by slow
diffusion, but close to the stall, the flow is dominated by a strong normal shock upstream of the blade
leading edge.

High Work Turbine Rotor

This high work turbine was designed and tested at Textron Lycoming. The flow field in this turbine
is highly three-dimensional with high exit Mach number and large flow turning.

Both LYCVIS3D and BTOB3D were applied to this turbine rotor and the flowfield was computed for 120
percent, 100 percent and 80 percent of design rotational speeds. The results for the 80 percent speed
case, for which test data is available, are presented here in detail. The experimental evaluation was
conducted at cold similarity test conditions with rotor inlet temperature of 710*R and a mass flow rate
of 3.2 lb/sec. The exit relative Mach number at this operating condition is about 1.07.

A computational grid of 31x85x31 nodes (Figure 6) in pitchwise, streamwise, and spanwise directions
respectively, was used for both LYCVIS3D and BTOB3D codes. The inlet boundary conditions were were
based the measured total pressure and flow angles downstream of the isolated stator. The next two
figures (Figures 7 and 8) present radial distributions of tangentially mass averaged values at an axial
station located at approximately 50 percent of the axial chord downstream of the rotor. Figure 7 shows
the exit total pressure normalized with respect to the average exit total pressure. The LYCVIS3D code
demonstrates better agreement with data near the hub. However, near the tip, BTOB3D code is in better
agreement with data. The predicted absolute Mach numbers, shown in Figure 8, are in good agreement with
experimental data, except near the hub.

Figure 9 illustrates the meridional projection of the velocity vector *in proximity of the blade
su~tion surface. A clockwise vortex is seen upstream of the intersection of the hub and blade leading
edge. A larger counter clockwise vortex is seen upstream of the intersection of the shroud and blade
leading edge. These are typical turbine endwall phenomena: the initial boundary layer rolls up and
forms the horseshoe vortices. The detailed physical explanation of this endwall phenomenon was de-
scribed by Langton's measurement 1121. Inside the blade passage, the inward motion of the boundary
layer flow from the walls toward mid-span is quite evident. The mechanism for the accumulation of the
losses at mid-span downstream of the rotor is the strong secondary flow system that develops in the high
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turning (about 1100) rotor blading. The general agreement with the test data gives confidence in the
trend of the secondary flow pattern established by the calculation. The secondary velocity vectors for
the cross flow plane, at approximately 10 percent chord downstream of the rotor trailing edge, is
presented in Figure 10. The primary flow direction is assumed to follow the streamwise grid lines, and
the secondary velocity is the velocity component perpendicular to the primary flow direction. The two
strong passage vortices which dominate the secondary flow can be clearly seen in these figures. The
secondary flow features were described in detailed by Sieverding 1131. The total pressure loss contours
corresponding to this location are given in Figure 11. As result of the secondary flows, the maximum
loss accumulates in the mid span region.

Splittered Axial Compressor Rotor

Incorporation of partial vanes (splitters) between the principal rotor airfoils is a technique for
achieving very high pressure ratios with minimum efficiency penalty. It helps to control the trailing
edge separation without having to pay a very heavy penalty associated with increased solidity when a
full length airfoil is used. It also ensures that the flow capacity of the blade (which is controlled
by the entrance region) will not be compromised since the solidity in the entrance region is not in-
creased. A three-dimensional viscous analysis is an essential step in the design of a highly loaded
blade row such as a splittered rotor. Some of the flow phenomena that need to be closely examined from
viscous solutions include the boundary layer growth, shock/boundary layer interaction, shock structure,
flow capacity, and potential areas of flow separation.

Wennerstrom's 3:1 pressure ratio splittered rotor 121, shown in Figure 12, was analyzed using
BTOB3D code. A 21x85x19 grid was used for this analysis. Results from this analysis were compared with
those obtained from Denton's 3-D inviscid analysis [14] to demonstrate the importance of 3-D viscous
effects. These results were also compared with global test performance provided by Wennerstrom (151.

Figures 13 and 14 show the Mach number contours and velocity vectors on a blade-to-blade plane near
hub, near mid, and near tip sections, respectively. The corresponding Mach number contours computed by
Denton's inviscid code are shown in Figure 15. At all sections, a weak oblique shock from the leading
edge of the principal blade is predicted. In the splitter vane region, an oblique shock is seen fol-
lowed by a passage normal shock on the splitter vane suction surface. On its pressure surface, a normal
shock from the leading edge is observed. This shock structure is qualitatively similar to that predict-
ed by the three-dimensional inviscid code. However, near the tip section (Figure 13), a huge separation
occurs on the principal blade suction surface immediately downstream of the splitter leading edge shock,
which has moved upstream of the splitter leading edge. This separation could be induced by the shock or
could be due to the excessive diffusion rate in that channel. In either case, this important aspect
cannot be predicted by an inviscid analysis. The experimental data taken at the Air Force Aeronautical
Research Lab 1151 confirmed significantly lower work and efficiency (as compared with design intent)
from mid-qpan to the tip region of the rotor.

3. EXHAUST MIXER-NOZZLE

Significant performance gains (thrust and SFC) can be achieved in turbofan engines at various
flight conditions, including cruise, by mixing the hot core stream with the cooler fan stream prior to
expansion through the exhaust nozzle. Theoretical thrust gain (complete mixing with minimum losses) is
primarily dependent on the temperature ratio between the core and fan streams. The actual performance
gain, however, is lower because of the incomplete mixing, and total pressure losses associated with the
mixing process and wall friction. The challenge, therefore, is to design a mixing system that can
achieve adequate mixing, with low total pressure loss. A lobed type of forced mixer (Figure 16) has
been found to be most successful in achieving these goals. An efficient design of such a mixer strongly
depends on our ability to compute the detailed flow field in the mixer and exhaust system. The test
case presented here represents a mixer-nozzle system for Textron Lycoming LF500 series engines. Rela-
tionship of this mixer to the engine flow path is shown in Figure 17.

Two robust and versatile computational procedures were employed for solving the complex three-di-
mensional viscous flows in the entirc mixer-nozzle of a turbofan engine. A basic solver 116] developed
by Severdrup Technology (known as PARC-3D) was combined with a NASA LeRC developed code for grid genera-
tion 1171 (known as INGRID).

Solver

A modified version of the PARC-3D code was used for computing the complex flow field of the high
bypass ratio turbofan mixer. It is a general purpose Navier Stokes solver which was developed by
Sverdrup Technology, Inc., and is capable of solving combined internal and external flows. The basi(
algorithm is based on the NASA Ames ARC-3D code (18). The malor advantage of PARC-3D is its flexibili-
ty, through the use of grid patches and boundary segments, to compute flows through complex geometries
with specified boundary conditions. The code uses the Beam-Warming appropriate factorization algorithm
1101 and Pulliam's Scalar pentadiagonal transformation to produce a steady-state solver 1191. For
turbulent flows, the code uses the Thomas formulation 1201 of the Baldwin and Lomax model 15], which has
demonstrated good simulation for free shear layers 121].

Computational Grid

The computational domain considered in this analysis is shown in Figure 17 and labeled as forced
mixer Flow sy1metrv and geometric periodic repeatability require a solution only for a sector compris-
ing half a lobe of the mixer. This computational sector is shown in Figure 18. A 70x35x30 (XR,O) grid
which represent 73,500 mesh poirts was usel. kigure 19, shows a picture of this grid. This body fitted
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grid was generated, packed and passed through an elliptic smoother by using INGRID-3D 1171 computer
code.

Boundary Conditions

The boundary conditions at flow inlet are the prescribed total pressure and total temperature for
both core and fan flows. At the exit station, static pressure was specified. Symmetry boundary condi-
tions were assumed along the edges of the half-lobe sector. Walls were treated as adiabatic surfaces
with no slip. At the nozzle exit plane, an extra constant-area downstream duct was added to accommodate

the zero-gradient condition across the outlet.

Comparison with Experimental Data

The above computational procedure was applied to a 12 lobed mixer design, which was subsequently
fabricated and tested at Fluidyne Engineering Corporation.

The predicted total temperature distribution was in close agreement with the measured values. This
is illustrated for three different angular locations at the nozzle exit plane Figure 20. The pre-
dicted total temperature contours at the same plane are presented in Figure 21. seen, these contours
are able to reproduce the mushroom-shaped hot spike depicted experimentally in R, -ces 1221 and 1231
and analytically in References 1241 and [251.

Figure 22 shows the predicted secondary flow field downstream of the lobe exit plane. This figure
shows an inwardly directed, radial velocity on the fan-side of the mixer, and an outwardly directed,
radial velocity of an almost similar magnitude, on the core-side of the mixer. This velocity field
represents a streamwise vortex which is responsible for pushing the hot core flow into the cold fan one,
creating the mushroom-shaped hot spike, resulting in better mixing between the two streams. The radial
position of the vortex center moves outwards toward the shroud surface, as it propagates downstream
along the axial direction. This eventually breaks the hot gas region into two parts. Similar results
were predicted by Povinelli and Anderson [251 and Malecki and Lord 1241. It should be pointed out here
that, the depiction of this secondary flow, which is the key physical phenomenon contributing to the
mixing pr'cess, has been made possible by a fully three-dimensional viscous computation. A simplified
computational scheme, for example, a parabolized Navier Stokes solver would fail to capture this

physics.

It is interesting to note that despite the previously mentioned code simplifications and the

relatively coarser grid resolution, the predicted total temperature distributions (Figure 20) are in
excellent agreement with data. This indicates that the large scale vortex (Figure 22) is the dominant

mechanism controlling the mixing process.

4. INLET PARTICLE SEPARATOR

Modern aircraft gas turbine engines operate at higher rotational speeds than gas turbines of a
decade ago. Ingestion of sand and dust into these engines can lead to a rapid erosion of the compressor

and turbine airfoils and blockage of the cooling passages with attendant performance degradation. This
engine performance degradation can be reduced significantly by using an Inlet Particle Separator (IPS).

Typically, an inertial type of IPS comprises an inlet duct followed by a splitter that divides the
flow into an outer bypass stream and a core engine stream (Figure 23). Such a configuration allows the
enteribg airflow to turn inward at the splitter lip toward the engine centerline. The larger inertia of
the particles, however, propels them along the outer periphery where they are collected in the bypass
duct and dumped overboard. Larger particles hit the inner hub wall, which is angled to deflect the

particles toward the outer periphery and, hence, out the bypass.

Solver

The flow analysis scheme used for computing the IPS flow field 126] is based on the solution of the
full Navier Stokes and continuity equations in two-dimensional axisyasetric plane using a recently

proposed scheme by Karki 127). In this scheme, a steady state pressure correction formulation is used

to solve the Navier Stokes equations.

Grid System

The computational grid shown in Figure 24 comprises of elliptic N-grids for the core and the

scavenge regions. The two grids are patched from the splitter leading edge to the inlet along the

mid-span line. This grid system provides good resolution around the splitter and also avoids the

numerical errors introduced from patching of H-grid with C-grid 128,29). The grid structure also

minimizes the numerical diffusion of the highly turning turbulent flow around the splitter.

Boundary Conditions

The total pressure P , the total temperature T , and the inlet flow angle are prescribed at the

inlet section. Along the thub, shroud, and flow splitter walls a non-slip condition is imposed. At the

exit section, a uniform static pressure is prescribed. The required mass flow rate through the core and

scavenge ducts .re achieved by adjusting the specified exit static pressure in both ducts.

The grid cells on the patching line, located between the splitter leading edge and the inlet plane.

are treated as interior cells. This provides an implicit coupling between the solution of the core and

scavenge ducts and improves convergence rate.
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Comparison with Experimental Data

The test vehicle selected for code validation was a small vaneless IPS which was earlier designed
and developed using an axisymmetric inviscid calculation. Experimental results were obtained at the
core flow rate of 5 lb/sec with a bypass ratio of 20 percent. The experimental test rig is shown in
Figure 25.

The flow and particle trajectory models were applied to the above 5 lb/s flow size vaneless inlet
particle separator. Three of the measurement locations (locations I to 3) upstream of the splitter and
the scavenge are indicated in Figure 24. Figure 26 illustrates the detailed velocity field and Mach
number contours. As seen, the flow is characterized by local separation regions at the hub and splitter
leading edge, and large separation region in the scavenge duct which starts upstream of the splitter
leading edge.* These flow characteristics are attributed to the large hub ramp, the splitter proximity,
and a significantly lower bypass flow as compared with the core flow. This resulted in high diffusion
in the bypass duct, and a positive splitter incidence angle, which in turn moved the stagnation point on
top of the splitter lip. As the flow reverses and follows the sharp turn of the splitter lip, it
undergoes rapid acceleration followed by abrupt deceleration which produces a thick boundary layer in
that region.

Figure 27 compares the measured and predicted static pressure distributions along the hub and
shroud. As seen, excellent agreement exits between the analytical and experimental results. The
predicted total pressure upstream of the splitter and in the sc.venge region is compared with the test
data for locations 1, 2 and 3 in Figure 28. Again, good agreement between the predicted and test
results is demonstrated. Figure 29 presents the predicted total pressure distribution in the core
region for locations 4, 5, and 6 (no experimental data is available). This figure indicates that the
inner wall profile of the splitter needs more refinement to minimize the total pressure loss in this
region.

Particle Trajectory Analysis

The above flow field was used to predict its influence on the sand separation efficiency for a
given particle size distribution. This requires trajectory prediction for various particle sizes as
they are acted upon by the aerodynamic forces. In this particle trajectory analysis, five particles of
the same size are introduced at the IPZ inlet at equal spacing across the span with initial velocity
equal to the gas velocity. Display routines incorporated in the code give trajectory plots showing
rebound, acceleration, and deceleration of the particles. Figure 30 illustrates the particle trajecto-
ries of three different-sized particles in the separator. Of particular interest are the trajectories
of 5-p particles, which show that some of the particles are actually being carried back around the
splitter into the core. This is a result of stagnation point located on top of the splitter. As
indicated by Breitman et al [30], this important region is difficult to predict. The capability of the
aerodynamic solver to accurately predict the flow field in this region is vital in the design of the
splitter lip.

The lop particles have similar trajectories as that of 5p. The primary difference is that, where-
as, some of the Sp particles reverse the direction and follow the core flow, the 10p particles are not
able to do so. the larger inertia of the 10p particles propels them to the outer periphery where they
are .collected and dumped overboard. As a result, the sand separation efficiency of lOp particles is 42
percent higher than that of 5-p particles. The representative trajectories of the 50p particles show
that most of them hit the inner hub wall, which is angled to deflect the particles toward the outer
periphery and, hence, out the bypass.

It can be concluded from Figure 30 that the smaller particles are primarily separated through the
influence of the flow field on their trajectories, while the larger particles are separated by their
impact with the contoured hub. These two effects, when properly combined, can result in high separation
efficiency over a wide range of particle sizes.

5. INVERSE DESIGN

An inverse design scheme developed for cascades by Giles and Drela 134 and 351 was modified for
application in a quasi-three-dimensional design system for multistage axial compressor. The modified
code accounts for the streamtube thickness and radius variatlons, and can be used in the analysis, fully
inverse, and mixed inverse modes. The mixed inverse mode reters L. a procedure where the pressure or
velocity distribution is specified only over a portion of the airfoil.

In this code, the Euler equations are written in terms of density and displacement normal to
streamlines and the solution for the flow field and grid displacement are strongly coupled. An effi-
cient Newton procedure is used to solve the system of equations.

Application to Stator Hub

The fully inverse and mixed inverse schemes have been checked out for many rotor and stator air-
foils that are representative of highly loaded, high pressure ratio, transonic stages 131]. Low aspect
ratio, high solidity, high inlet Mach number, and significant stream tube contraction are some of the
design features of these stages.

The test case chosen for presentation in this paper is intended to demonstrate the application of
the mixed inverse scheme to the stator hub section of a transonic stage.
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The aim was to ensure that the airfoil suction surface is tree of any shock, and also achieve a
gradual diffusion from the peak Mach number point to the exit. First of all, an approximate airfoil
geometry (Figure 31), generated in the quasi-three-dimensional design system with the aid of the cascade
data, was evaluated in the analysis mode; the resulting Mach number contours are shown in Figure 32. As
seen, the flow accelerates at the suction surface L.E. from Mach number (M) of 0.98 to peak value of
1.34, followed by a strong normal shock to M = 0.76 in the front part of the airfoil. It is then
diffused very slowly over the rest of the airfoil.

To improve the above flow characteristic and to eliminate the shock, a new pressure distribution
over most of the airfoil suction surface was prescribed. The base airfoil (plus signs) and prescribed
(solid curve) pressure distributions are shown in Figure 33. The two vertical lines in this figure
define the portion of the suction surface that the code was allowed to modify, 'est of blade geometry is
fixed. The resulting surface pressure distribution of the inverse output is shown in this figure by
dashed line. The difference between the specified pressure distribution and the pressure distribution
corresponding to inverse mode output is due to two degrees of freedom introduced in the specification of
pressure to satisfy geometric continuity (see References 1321 and 133]).

The new blade geometry, Figure 34, has eliminated the shock and spread the flow diffusion over the
entire suction surface. What is more interesting is that the code has eliminated the shock by increas-
ing the blade thickness; current design procedures based on conventional thinking would invariably lead
to a thinner airfoil.

6. CONCLUDING REMARKS

Application of advanced CFD codes to gas turbine engine components has been illustrated. It is shown
that several fully th'e-dimensional viscous solvers have reached a level of maturity to qualify for use
in the routine desi.i process. Code robustness, user friendly system, fast convergence rates have
played a key role in achieving the current level of sophistication. Current three-dimensional Navier
Stokes solvers are able to accurately predict the flowfield in such complex geometries as splittered
rotors and exhaust mixers. Considering the rate at which the computing speed is increasing, it would be
entirely possible to routinely run multiblade row unsteady analysis schemes before the turn of the
century. Recent advances in the use of inverse design procedures indicates that this area of CFD is
likely to have a major impact in speeding up the design process. It is firmly believed that CFD systems
will help to drastically reduce the development cost and time of the gas turbine engine components.
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Figure 1: Transonic Compressor Rotor

Figure 2 Transonic Rotor Grid, Blade to Blade (Mid Span Section I and Meridioa
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Figure 4 Exit Normalized Total Temperature Distribution
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Figure S Predicted Mach Num~ber Contours
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P __ _____--- 12 Lobed Forced

Mixer

- Center Body

F~igure lb A Typical 12 Lobed forced Mixer
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Figure 17 Textron Lycoming LF500 Engine with Forced Mixer
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Figure 31 Stator Airfoil at Hub and Grid System

Figure 32 Stator Airfoil at Hub and Mach Numiber Contours



13-25

I++ .+ Analysis output 1,i

-0.6 lnverse input

0 - -- Inverse output 1.2

-0.2

0.1.0

0.2
"00. B!

1.2 0. 2

0 0.5 1.0

U

Figure 33 Stator Airfoil Surface Pressure Distributions at Hub

Figure 34 Modified Stator Airfoil at Hub and Mach Numaber Contours



13-26

Discussion

P. RAMETTE, DASSAULT AVIATION, FRANCE
In addition to improving thrust and specific fuel consumption with the modified mixer you

presented, did you also measure some improvement in noise reduction?

AUTHOR'S REPLY
This design was not carried out for noise reduction. However the mixer does reduce the

noise level of this engine still further than the original design.

R. GRAY, WRIGHT LABS, U.S.A.
In the bypass mixer for which a total-pressure discrepancy was found, how close were the

results to those for an inviscid mixer?

AUTHOR'S REPLY
The total pressure at the inlet in the core flow and the bypass flow are known

experimentally and used as input. From that we predicted the loss due to mixing.
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VALIDATION DU CODE "CANARI" PAR LE CALCUL
DE UECOULEMENT TRIDIMENSIONNEL TURBULENT

DA14S UIN DISTRIBUTEUR DE TURBINE

Be1atrice ESCANDS
Laurent CAMBIER

Office National d'Etudes et de Reche;-ches Aerospatiales lONE RA)
B.P. N* 72 - 92322 CHATILLON Cede-, (France)

RESUME Lad presente communication eli consacree du
calcul dle 1ecoulement dlans une grille dep type

Lobjet dle cette communication est de presenter disttibuteut de turbine haute piessiori Ce cds de
les r~sultats pr6liminaires obtenus en vue d'une grille dririulaire est caract6rrse par de furts effel

validation du code CANARI en turbomachine. Cc tridimensionriols et trinssoniques.
code. d~velopp& , t*ONERA. prend en compte los
equations de Navier Stokes moyennees 2. RAPPEL DES CARACTERISTIQUES DE LA
tridimensionnellos compressibies; it est ici applique METHODE
anl calcut de Ilecouiemerit dans une grille
distributrice de turbine haute pression. Ce calcul a Les equations dle N'avier- Stokes compressibles
pour caract~ristique l'utilisation d'un maillage en (7 moyennes. associees a un modele de turbutence de
tortornent resserre aurour des aubes et de maillaqes type tongueur de melange. sort Id nase

vri H eft arnrin ut un aye1
t. afiri du perroiettro urre mathdmatique du solveur Ces equationrs ont 61r>

description preor.s- do plhenomnenv d,, bord. presentees di e mniere complete dans [11
dJattaque et de tourd de foite. Le cis rorsidere est I*rnplantarrnn dii roodele de longueor de

cetui d'un montacie experimental recomnment realise L, m6tanuc necessite Uti suir per ticuiirt dens !e cas
I'GNERA pour Id validation detaillee, ues programme: present. ou tecoulomorrt se dtieveloppe enite deis
(to calcul. (montage VEGA). patois solides au nombre de guz re: moyeu. carter.

intrados el e-xtrados de e'ube.

ABSTRACT Err effet. le calcul de la longueut de melangeo
en un point courant du domaine de calcut suppose Ld

The object sot the paper is to present the d6te'mination de deux guantites: la distance a (a
preliminary result!; obtained in order to validate the paroi d et lepaisseur dle couche fimnite b. Comme
CANARI code in a turbornachinery case. This code. d~crit dans II1], Ia prise en compte de Ilinfluence des
developed at ONERA. solves the Reynolds averaged differentes patois solides a 616 effectuee au moyen -

compressible three-dimensional Navier-Stokes dun calcul de "distance modifi6e" propose par

equations. It is here applied to the flow cnmputation Bufeov [21. Lorsquo le point consid~r6 se trouve dlans

trtrough a high-pressure furitei. ainrular cascade. le sous-domaine situ6 en amont de la grille. cette
This computation is characterized by the use of a distance- est calcul~e au moyen des distances
highly stretched 0 -mesh irounrd the blades and of sdparssnt cc point do rnoyeu et du carter. Pour tn

H mreshes for the upstreamn and downstream regions. point situ6 dlans le sous-domaine entoorant f'aube 00

in order to allow an accurate description of the dans le sous-domaino aval. cetto "distance" fail

leading- and trailing-edge phenomena. The inlorversir de pt us fax distances 6k lextrados el

co nifig urat ion studied is atd ex per imektalI set-up lintradlox doe laube.
which has beer recently realized it C)NERA for (tie Le modele doe turbulence ext applique dans

validation of computational codes, (VEG3A set-up) tout 1'ecoulement. Actueflement. ie code rio coroporte
pas Ia possi bili 16 doe dect ire ia transitlion

1. INTRODUCTION laminaire-lut bulent. mais uric- etude est err cours sur
cc suiel.

Pour rdpondre arts oblectifs de ptus en plus Ld rrrefhode numdrique est deciite dlanrs tia

ambitieux dles constructeurs de moteurs r6ference [31. at ext d6riv6e des m6thodes presentee

aeronautiques. it ext rnainteniant necessaire dle maetre dans les r6f6rences [41 et [5) La discietisatin des
au point des methodes de calcul de plus err p1(15 equations utilise oni schema oxplicito cenlr6 de type
complexes, capables de decrire locs phbnomenes Lax-Wendroff a deox pas. La stabilit6 do calcul est

physiques suivantls tridiniansionalit6 des am~lioree par deox termres die VISCOSIte artificiello.
t cuulaments. eftets visqueux. eftets do la turbulence. pernattant de captorer los discontinuiles dlanrs le:

eftets I ranssonique-s r~qirns de fluide parfait L~a progression en temps do,
L'ootil 'id6sj! domande auiourd hut par lo,, la solution so lair en utilisant orn pas de remps loc&

industrials est alotr ini code de resolution des L'evolutrotr temporelle do la solution n'ayant icr pas

equations de riavrt Stok'e_- t rdrmensirinnel res. doe zers pri vsique. it esl5 irrpossi bIaie off ectoer uric
rMrsnpressibles . turovennei.. coIrrtriat ori simulation inrstatiornaire
mcsdetrsatron de i-i turbulence L,- proqramrrre CANAI' ' utilise line approche

Un tel code tourrit do maniere exhaustive ic: nill norriarrios. Uri do so dtOitS ext s..itnmdulaito,
raact~ristigues rocaiox (J,- lecoulement en toui poirri (liii potnirr. avec os moditicalions irs lirnitees. de

dunec grille d aubc:. mais uric vue plus Quobale es: prerudrc- on compte der, g6om6trrox et des to rnnlogre-
Inrdispnrsable i- csitin dour; oa -mnerae du poir.! varroes bars Ie cas des turbines. it est airisi possible

di' vue rln consitrirsi s;r snirs: or, 11vtil- rhs iaridelir d'uiiset nol maillacte en () autout de~s. aihe. afin do

mnovennees arzimutiimvnr Sitr in,r Cc 0 5n eljios reptoentor eves, lit grand deqre do' detil1 lof.

rpl r-rmeflror. n ' r, so xmpi- J'a - 1xt: i : pherineriss dans ts rari ebrd daltique el do
catacteristrgues (t ll fotTr I i-uIiii~t gu :;,i' hlnd do forte
r it distribuler i--' riVoa, I .ipprt d*i in icoil-
Naviot -Stoles. i to rurtlIte r. nonuirrr(u~t 3. l.A GRILLE ANNULAIRF VG
Prius precise ris fettets sPosutctit.-. Is it'A trc tivaietri

i-tie dore rititfoirses ri-1s srlr-U; rstriret! 3.1.Ilonnees eenerales
barr; :oet, st~lkt 'ON-E:A / tt n

tlivier Stokc. A. - Aetrud',ria rnriua. - si'- kso rmnssIhIIt -Iic I'
5 

-r 11r- artilim

isulee'. dlestinie i , t-iriil i ecoulert -1 t,t rhtiil distribuITrI- t ii - - i' - turlTrr hal?

daiiri s 5 Clttille; -. 1 tn '- nt'l C(rTrnt1'sxenr!! LItissit ..... (I[, -1. 1t ,1,. (1ttl, I-
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iridustrielles. ai cssncs pn.;! vaI I t-!. _- coi- respectiveinent 1.7 el 2.4 fois Cencomobrement axial de
CANARI dlans or, d c (s decouremne comptexe. Ld (,a grille- CeS dimensions. ainsi que te rsorribre de
grille comprend a- ubes cylindr iques. avec u' points de maillage choisi sont le fruit doun
rayon de tate de ',A' Inn. ei un rapport de nroyeu ulo corripromis entre le temps de calcul raisonnablemerit
O.TT5. La Verne Presenl, usie divergence de I' i; erivisat4Cdble. to deqr6 de d6Iait que on attend de
cartet. sui (a portico., sirdee en dvat die ti Jrlile. Le 17f, ty-,pe de caleni. et des exigence- nuntx6riqoes on
conditions derou~vnarniqoo: J L ca ic.. I sont It-, ptvsiques
sor van tes L~e calcul utitise. danis I e cas que noos

-nombre dei Mach; armoit 0.1 f. pr esenrons. (es conditlions aux limites, suivanres.
-angle de I eculemeni amorif 00 frontiere amont: Ia direction de ia vitesse et
nombre dle Mach aval moyen 1.1 ies profits de temperature totale et de pression totate

-angle de i ecoutemnen! avat movet. -74.- ")ftt imposes; ce dernier est d6duit d ur, profit initial
Les conditions experirnenidies sumt procnes de: jnilytique de vitesse obteniu a partir doeL ta ormute

vareurs ci-dlessus.. matUs to resultais sont ericoi- ce Whitfield [61.
indisponibtes actuellenert( Far consequent, it n'es! - itontiere aval: le calcol est initie sor un
trela5 pas possibie ici de presenter de cornparaisoi. ceirain riombre d'iterations eil imposaitt on protni
enrti le carcol ci experienice. rou: noos sornriuo "xisyrnetr ique de piC5ioi, stitique Orieissarit a 00

cependiant efforces de donner dans Lri prdsent- eqoilibre radial simplifi6; le calcul est erisuite
communication 00: resultars aussij complet, quo poursoivi avec one condition de non- r~flexiori. afin
possible, en esperarit ainsi tournir uric illustratror de pouvoir representer Les h~terogen6ites azirnutale5
sirtlisanite des possibilites do code CANARI. teller que les orides de choc.

Le maillage rio caicot I(Fig. 1) est compos6 de parois solidles: sor l'aube. L moyeo et to
trois sous-domainies. on sou5-doniaine amont ou Con carter on Impose one condition de non-glissement et
d6tinit on rndillage en f-I. on soos-domaine central la valeur do la temperature. La valeor dle la pression
consltiri6 dimj rn-riljP huge Cr un sous-domaine est obtenue en supposant nut son gradient soivant [a
aVal. 11,4 aus: . irsaillUeon H. Le rliaiage riorroae d Ia paroi. approchee par aligne do
tridimensionnel es, constlto doun empilement de Iiraillage passanit par le point corisideiY
irraillages surtaciq 'uez. d~firas sor Jes nappes d'! La convergence do calcul est soivic do moyer,
revolution enire ic mo'vers et le carter. Le maillag. duo iiveao de: r~sidos et d, I aspect visuel do
est fortement resserre anL v o is Inage des paroi- chaTsip Los, resultats presentes ici correspondent a
moyeu. carte;. aubel. tie maniere si obterti unf' tinle drocroissarrce des rresidos d envitort trots, ordres

bonne repfesentatior. des couches tiiites. A ltii de grandeur et o n r6tat jogrY slahilisY. Le temps do,
indicaiif. Ia taille de rriaille aox parors est d'enviror, cutout eSt ICI do 13.5 usticin Secorrdes par iteration et
on dix-millieme doe loncombrement axial do laubf? par point. elt epresente adu total on pen plus de 18

heures sot on ordinaiteur de typo C:RAY-2-.

Tout err ayant conscience de Ir difficultY
d'extraire one intormarion synthdtiqoe a partir done
grande masse de rdsultats. nous pr~sentons ici on
norribro? important dle figures. de faron a donner one
dee asses .nplete des resujtll. On~e promiene se~ie
do figures concerne dles r6soltats extraits sur des
surfaces. et repr6sentes sous forme de caries de lignes
sir valeors 00 de vecteuns vitesses. Noos presentoris
ensoite des r~sulats globaux. oblenus par den
moyennos azimutales sur on pas. ainsi gu'il ost

- dousage eni turbomachines.
La figure 2 iepr~sente les lignes iso-nomnbre de

0 Mach sor one surface de maillage sitoce . 2% de
- hauteut do verne. donc tres proche do pied. On '

aperiuilt to systerne dondes de cfroc et de detente.
issues do bord de fotte des aubes. ainsi que tes
interactions avec ia cooche limite extrados et les
-nillages A 50% de hauteur doe veine (Fig.3t. be-

le nombre do Mach moyen en sortie do laubage est
netlement momns 61evri. d'ou des interactions

/transsoniqoes beaucoop momrs marquees. Au
vorsinagc dou carrer. a 98% do hauteur de veine

-.- Fiq.4i. l'ecoulement err essentietbement sobsoniquc.
it es t trapparit do constater a quei point la structure
do lecoulement vanie survant ia hauteur. cel effet
(hi. -iensrorritrl r~sul Ic avant toot des differences

Vig I - oe bidimensionnet te du maillage darsceleratror sobie par Ii. Iluide entre to pied or ir
tetl- iequilbir radial)

La tnidimensionalire do 'u I oe me rt est
1- Memrll tailorI roalto ('-t lilisPor sUi lC- onjalrnetit duoe Pout one 1,,igoj part Airs eCUulerieiis
di Ilerentes pain is 1-2 avcrs 'nrn en et coristate qufo s~corlidr res Is. sort consti too: do s;t ructIurIe s
I,-; couches lirtto: ij movou et aia car or sort I tout bit tonnai to: prenani nairrarice devarnt lo bord
':orrt1rretenreW t nat 1-rv pu le: t cuierert i en1, dattacitie de ia grille. La hqigur 5 iitostre Ia trace do
:(condair,:-, onii- d iit j qrillle Hi frst dlor)' tourbiltur, *en ler a cneval"' ao unoycr d'une coupe,
rieosrir (J" ain t i- lir- nt,ittarro beaucoop Pill.- do chant de. vectoors :0055S05 par on plan rodridrer.

rsrequo ri 5totit- t o: ucteltes- dtO couch(:, passant approximativemerit par to bord d'attaque die
tite; ori amrn Le rrrltlrr dte poinrts de roarliagi I aube. La parct solidle representee en bas de Id

repantt IComnm- ;,s figure correspond 30 moyco. et Ia pati situee
nraillacif amrnrt I- e 21 . dtirte ust cello de- Iauroe. Les vecteurs vitesst-
niailtaro-- ce n tr., Iin 8' 41l p n. rermttrit de distingoer ie deco) ement de Ia coocnfr
Mtaitian-l, r; 1Va ' - limon do nnoveo. gui est -. ocriqine do tourbilion orT

''l 'i lo~iLO Ct' "-' ocl *-,i dimitine 'Je caicn, it a ciea 1 altl tlertrnnei que los verteor.
.rt'.St maillo sctp-no 'r- arn'' d o o d attaciue (" Vilti' ti Itl his.t ett tri' , nTi -lo. IF-,Points 01i.

1ivat &i rsord (I- lil- A'is distanr-": vaar rrrarlta"I OJ V isitnago iros palI-s. itn, i. prervfor
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Id lisibiiit6 de la fiqurt: It est tceutefois possible do,
visuatiser une Structute lourbilionnaire

N I suppIlrnentaire en agrandissant forlemnent ta zone du
coin foirme par le moyeu et Vaube (Fig. 6). Cte
tourbilton. tournant en Sens inverse du precedent. -1..
parlois appele tourbillo, "secondair&., pat oppositiorn
au lourbitlon en fer acheval, appek lourbillon
primaire&(TI. Ces deux dernieres figures confirment

que ce resultat de calcut represente convenablement
Id naissaniCe des eCoulemnents seCondlaires.

Fig. 2 -Lignes is, -nombre de Mach A 2% de -

hauteur de veine

Fig. 5 Champ de vecteurs vitesse en amont
~-N r~ ~du bord d'attaque -Coupe dui tourbillon

en fer a cheval

r

Fig, 3 -Lignes iso-nombre de Mach A SO% de
hauteur de veine

Fig. to- Champ de vecteurs vitesse en amont
du bord d'attaque tagrandissement)-

Coupe dui tourbil Ion secondairt

j~: liclures suivantes represenlernl de, reulljl:,

'lam; trot; plan.. perpenciculaires; o SI .iXeC U Lilq!'

elCotrespondarl a I rois positibon; en adl du tnord d,-
'N tuite.

plant 11016 dc > derriere le bard de ful(-
plait 2 25% de. derriere It- bard de fujih

I - pta t TO% dle C derriere ie bord de tulle.
00l -: represente I enco r" -)r ('MerT)I axial de t aubaaqe

Lsvues sunt rpriseN en reqardarit vers I amornt. Le:

Le;v, Sant reprni~lls Sur riot pas dlin de represenle'
, craceyperio~diqoj crio cltini;. Onl scornent (1-

Fig 4t- Lignes iso-nombre de Mach a 9)8% de' irotf-te rnarute io. tlonllt d5 .iti'tr i i -1)tdith'

hauteur do- veint. 'I' C Jiici'
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FiL. 7 -Lignes iso-nombre de Mach Fig. 10 -Lignes iso-pression totale dlans le plan I
dans le plan I Ix/C.,= 0.1) (rX/C>= 0.1)

/ /1_

Fig. 8 Lignes so-nombre de Mach Fig. 11 Lignes iso-pression totale clans le plan 21

clans le plan .3 t\/C\ 0.7) (x/Cx= 0.71,

Les lignes iso-norrnbie do Mach i dns les tc 1'etl des ecouiements secoridaires. ainsi que ceilirnians son) donnees o:ar ies figures 7, H et Q L~a figur- 5sr 5Onntss6 plus loir. La ieqion de, fiuid - partitScorrespondant d id cosition Ia3 plus 'proctife du boiJ Pres erti I evolution radiale que on01 attend( dan:; rfde luite. mnontre neltement ta trace deo nde de Ctorn: lyPe de arille Lorsque ['o1- pdSe dU ii.siaissue du bard de luiie cote extrados. qut s'evaflou:* io ". i nd de clsoc sest decivo von. t. droito 4,i sapprocriant du carli L.P. silaup est Visie .01.1 'j Iranch, is, iroritiere do pettioidicile LU dlorTItIo it1a, formoe de deux co)ucres cisaillees separees par un' calcul eite se frouvo aoroc leIr-ivemeit eldie- (d tati!zone de basses vitesses Au voisinaae ae (a lte et du d- ia difference de densilo (j,4 rlldild]V t( 'o DdtPied. den, poche- forment sur Ie srliaqo. sou, c aunile dt I interlace [jami vo drnio! io situe
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Discussion

C. HAH, NASA LEWIS, U.S.A.

These are very impressive results. In Fig. 2, the shock might have to extend all the way to
the exit. To have this feature numerically, exit boundary conditions might have to be handled

differently. At the exit plane, the static pressure cannot be specified constant in the tangential

direction. How is this exit boundary condition handled in the cod-'?

AUTHOR'S REPLY
The static pressure on the downstream boundary is prescribed only in the first hundreds of

time steps. The prescribed value is uniform in the tangential direction and corresponds to a
radial equilibrium relation. Obviously, this condition is not suitable when a shock wave crosses
the downstream boundary. For this reason, in a second phase, the downstream condition is a
nonreflecting condition, which allows circumferential pressure variations but still keeps the
memory of the radial evolutions previously prescribed. If we had used the nonreflecting
condition from the beginning of the calculation, the downstream values would have been
influenced by the initial conditions, which do not represent radial equilibrium. In Fig. 2, the
shock wave vanishes towards the downstream boundary because of the growth of the subsonic

boundary layer on the hub. In Fig. 3, we can see that the shock wave is still remaining and
crosses the downstream boundary without reflection.

J. MOORE, VPI, U.S.A.
Are you planning to validate your code by comparison with experimental data? If so, when

do you expect to publish the results?

AUTHOR'S REPLY
In the case of this turbine stator. the comparison to experimental results is planneo. as soon

as the experimental data are processed. I must note that we have already compared our code's
result, to experimental data in a transonic channel flow case (see Ref. 3).
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R. GRAY, WRIGHT LABS, U.S.A.
How are the characteristic relations used to determine the correct inlet total pressure and

temperature to the cascade?

AUTHOR'S REPLY
TIe total pressure and temperature at the inlet must be either prescribed, or computed, for

the initial field. In the present case, the total temperature is assumed uniform (and equal to its
value in the reservoir conditions). The total pressure profile is deduced from an analytical
velocity profile (see Ref. 6) for the hub and tip boundary layers. The assumption is that the
static pressure is constant. The boundary layer profile requires the following data: the
displacement and iiiomentum thicknesses, the skin friction coefficient, and the outer velocity.

F. LEBOEUF, ECOLE CENTRALE LYON, FRANCE
Dans le Fig. 3 il existe une interaction entre le choc issu du bord de finite et le sillage issu

de l'aubage adjacent. Le sillage accelkre-t-il jusqu'i un rdgime supersonique et comment cette
interaction se produit-elle?

AUTHOR'S REPLY
- Le sillage, qui est fortement acceler6 en supersonique subit une interaction forte avec

le choc, et un fort ralentissement; ce ralentissement peut localement causer un
6paissement du sillage et mime une bulle de ddcollement.

- Malheureusement ces calculs sont tris recents et nous n'avous pas encore eu ni le
temps ni les moyens d'analyser finement le detail de cette interaction.

C. HAH, NASA LEWIS, U.S.A.
About Prof. Leboeuf's remark; we also observe similar behavior of flow for this type of

H.P. turbine. The overall physics of the flow looks correctly calculated. The interaction
between the slock and the wake is very well calculated.

T. VOGEL, DLR, GERMANY
1) How much computer storage do you need for your calculation?
2) What are your convergence criteria?

AUTHOR'S REPLY
1) The present calculation required less than 40 million words of computer storage on a

CRAY 2. This code is written for computers having large memory, in order to minimize CPU
time.

2) The convergence is evaluated by following the level of the residuals and the visual aspect
of the solution. The final solution corresponds to a three-order of magnitude decrease of the
residuals.
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Comoutation and Visualization of Specific Flow

Phenomena in Turbomachinery Application

J. Haarmeyer
B. Stubert

MTU MOnchen GmbH
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Summary 1. Introduction

Capacity and speed in industrial computer hard- A fluid flow computer simulation may give highly
ware today allows the complete numerical evalua- detailed information of a complex flow field.
tion of the three-dimensional flow field through The 3D-computation which commonly is carried
turbomachinery blading. Detailed consideration out on a supercomputer produces a large amount
of specific flow phenomena like horseshoe vortex of data. A small computational grid consists of
or tip clearance effects will be of increasing approximately 100,000, e.g. 100 x 30 x 30 grid
importance in the design process. It is there- points, but engineers now are dealing with
fore necessary to study the influence of such grids which have up to one million points. It
phenomena in more depth. is simply impossible to get any benefit by only

1listing this data. Rather a post-processing is
The large amount of data produced by a three- needed to produce objects which can be visuali-
dimensional calculation requires separate devel- zed and so easier can be interpreted. These ob-
opment of algorithms for visualization of the jects are velocity vectors, iso-lines,
computational results. Numerical techniques for isi-surfaces, streamlines, vortex lines, etc.
the integration of both streamlines and vortex
lines through three-dimensional vector fields The main subject of this paper are the stream-
are needed to identify fluid flow features based lines. We only consider the steady case and here
on values at discrete grid points. This paper streamlines are identical with trajectories of
covers such an integration technique which in- fluid particals, so they can also be compared
cludes a search algorithm for places of local with pictures of experimental simulation. A
rotations. By way of illustration some evalua- 3D-calculation computes the flow field not ev-
tions of Euler calculations in a turbomachinery erywhere in space but only at discrete points
application are shown. which usually are the knots of a computational

grid. To obtain streamlines from such kind of
data, first an interpolation routine is needed

List of Symbols and second some integration technique is to be
carried out.

x, y, z cartesian coordinates of physical
space In a 3D flow-field the streamlines are a two-pa-

rametric family of curves. The parameters can be
; 7, C coordinates of numerical space seen as the starting points of a fluid particle.

These starting points must be seeded in-
v, v, w velocity vector in physical, in nu- telligently to produce a picture of the specific

merical space, and in cylindrical phenomena one is looking for. User interaction
coordinates may be called for this selection. This paper

presents an algorithm which detects points in
vx, vy, vz components of the velocity regions with local rotations. These points can

be taken as such starting points.
wr, wu, wz components of the velocity cylin-

drical coordinates

6A partial derivatives In a turbomachinery cascade mostly computational
a grids of H-type or C-type are used (fig. , 2).

For our purpose (calculation of streamlines)
J Jacobian these adjusted grids are not usable. Instead we

better deal with orthogonal grids for which in-
dx, dYt 4L derivatives with respect to time terpolation routines are faster.
dt dt dt

We call the coordinates of the physical space
(a, P, y) arbitrary point (x,y,) and the coordinates of the computational

space (,,). The original grid points are:

(xi,j,k,Yi,j,k,zi,j,k),

Abbeviations 1i0imax, 1SJjmax, I~kSkmax.

ODE ordinary differential equation The computational grid points (i,7j,Ck) are
defined as follows (H-type grid):

IV initial value CI : , (

mean((xi+I,J,k-xi,j,k), 5JiSjmax,I kskmax),

71 :" 0, 1j+l :- 1j +

mean((yi,j+Ik-Yi,j,k), 15iimax,lkskmax),

CI :" 0, jk+l :" k +mean((zi,j,k+l-Zi,j,k), l1i5imax,l10.Jmax).
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Thus the points of the computational grid are This is a system of ordinary differential equa-
not equally spaced but behave like the original tions. If a point (xo,yo,zo) is seeded, (ODE)
points. They are closer in those regions where together whith the condition:
it is desirable (e.g., at the leading or trai-
ling edge of the blade) (fig. 3). In the case of x(O) - x0
a C-type grid the definition of the com- (IV) y(O) - YO
putational grid is slightly different. The per- Z(O) - z0
odic conditions in the physical space lead to a
symmetric numerical grid with respect to the form an initial value problem which can be sol-
plane {(f-i, i(imax+l)/

2 ). ved numerically.

When the computational grid is defined an inter- The simpliest numerical method is due to Euler.
polation routine is to be chosen. For two rea- Choose a time-step h, and set:
sons we want to get data that are as smooth as
possible. One reason is that the vortices and x(t+h) : x(t) + h.vx(x(t),y(t),z(t))
the rotations can be better represented with y(t+h) := y(t) + h-vy(x(t),y(t),z(t))
smooth curves than with piecewise straight lin- z(t+h) := z(t) + h-vz(x(t),y(t),z(t))
es. The other reason is that the high-order
integration routines wnich will be described Starting with t=O and repeating this several
later require smooth data. times a sequence can be computed:

There are several interpolation methods which (x(i-h),y(i-h),z(ih)), i=0,1,2,...
can process given data on orthogonal grids.
We prefer the method of parabolic blending [1]. This sequence can be considered as an ap-
This is a local method, which means that in or- proximation of some discrete points on the
der to obtain a value at a specific point in streamline.
space, only the values on gridpoints in the
neighbourhood are used. The result is a function The accuracy of this approximation depends only
which is everywhere twice continuously differen- on the choosen step size h. It is well known
tiable with respect to the coordinates (f,',r). that this simple algorithm needs a very small

time-step for a satisfactory accuracy. So during
The chosen interpolation method then defines the the calculations of the streamline a high number
mapping from computational to physical space: of function evaluations are to be carried out.
(fir) --> (x,y,z). At grid-points this mapping Each function evaluation is a computation of the
is already done by setting: three components of the velocity by means of the

interpolation method.

(fi,77j~k) -- > (xijkyljkzijk). Mathematicians have developed several algorithms

So by interpolation we get: for solving intitial value problems like
(ODE),(IV) faster than the simple Euler-method

x = X(e,,), does. The most popular are the Runge-Kutta me-
y - Y(c,,), thods. Less known are the multi-step methods by
z = z(f,17,r) Adams-Moulton or by Gear [2]. All these

high-order methods require smooth data (i.e., a
We can also compute the Jacobian: velocity field which is sufficiently often dif-

ferentiable with respect to the coordinates x,
,ax ax Pxi y, and z). If the data are not smooth, e.g., at
a a7 aC a shock in the flow field, the ODE-solver will

automatically reduce the step-size. In this case
j = a y the benefit of the high-order method will de-

ae 8? ac crease again.

az 21z az When the computation of the streamline is car-
a a? ac ried out with a high-order algorithm, the number

of function evaluation and so the time and the
costs are reduced. Because of the greater time

The transformation of the velocities takes place step (which may vary) less discrete points on
with the inverse of J: the streamline are computed. This may result in

a problem when the streamline is to be plotted.
P - J-1 v For a smooth curve one needs many plot points

and it seems to be necessary that intermediate
Observe that we have defined a mapping from the points have to be generated by interpolating
computational to the physical space and not the between the few ones.
inverse. If one needs to know a point (C,Y7,f)
which corresponds to a given (x,y,z) a non- On the other hand the multi-step methods use an
linear 3x3 system of equations has to be solved. internal approximation of the solution curve

which is a polynom. Thus one can use this inter-
nal representation and evaluate the polynom at

3. Streamlaines as much points as one needs. This is known as a

We understand streamlines as trajec-ories of high-order-method with dense output.

fluid-particles. Consider a particle at a point As a result of the arguments we have decided to
(x,y,z) in a velocity-field v(x,y,z). The dy- use the multi-step-method-by Adams-Moulton. The
namic description is: implementation in FORTRAN is available on the

software-market (for example in the libraries of
dx IMSL or NAG), and the only work which is to be
dt . vx(X,Y,Z) done is to adopt such a routine to one's own
A code.

(ODE) dt = vy(x,y,z)

dt " vz(X,Y,Z)
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4. Vortex Lines Several conditions for the boundary grid points
must be specified as follows:

Vortex lines can be treated in the same way as
streamlines when the velocity field is replaced - in the inlet plane the relative total pres-
by the curl. So the remaining problem is to com- sure, the relative total temperature, the flow
pute the curl of the velocity. This however can angles arctan(wr/wz), and arctan(wu/wz) or
easily be done by means of the interpolation instead of the latter the relative velocity
routine. component in circumferential direction (wu).

The physical dimension of the velocity is [m/s] at midspan of the outlet plane the static
while the dimension of the curl is [I/s]. So in pressure which is set constant in circumfere-
the streamline case the parameter t is actually tial direction.
a time, while in the vortex line case the para-
meter t is only artificial. Values at the remaining boundary grid points are

part of the solution namely in the outlet plane
and at the periodic boundaries. On the solid

5. Local Rotations boundaries neither mass flux nor energy flux is
permitted and after every timestep the tangen-

The concept of local rotation is due to Voll- tial condition for the velocity is computed
mers et al. [3]. We intuitively understand a additionally.
vortex as a locally rotating part of the fluid
where in a cross section the streamline patterns The calculation of two thousand time steps on a
have centres or foci. grid with 225x27x33 points requires about 20

minutes on a Cray-YMP.
Consider a small vector:

r(t) - (xYZ)-(xoYO,ZO) Alications

attached at (xo,yO,zO). After a small time step Two applications of the prescribed numerical
h we have: integration scheme are discussed. Firstly the

horse-shoe vortex formation in a turbine stator
r(t+h) - r(t) + h.J(a,0,y)'r(t) and secondly the flow in the tip clearence re-

gion of an axial compressor fan. In both cases
where J is the Jacobian of the velocity field v main interest and therefore numerical grid
and (e,0,y) is a point in the neighbourhood of points are concentrated on the secondary flow
(XlYlZI ) and (xoYOzO). This leads us to con- regions.
sider the elgenvalues and eigenvectors of J. To seed the starting points of the streamlines
J is a real 3x3 matrix with either three real that are to be calculateted we first apply our
eigenvalues and eigenvectors or two complex procedure that detects local rotations (as
eigenvalues with corresponding complex eigen- described in paragraph 5). The result will be a
vectors and one real eigenvalue and eigenvector. whole bundle of streamlines that look rather
For a symmetric Matrix J the eigenvectors are disordered. Now we select one streamline and set
orthogonal and we may construct the well-known some other points in the neighbourhood of the
ellipsoid of principal stresses. If two eigen- selected one. Two neighbouring lines may be
values become complex, the real eigenvector is connected to ribbons which we call stream
the axis of a local rotational displacement. ribbons.
Thus by distinguishing the complex elgenvalues
of the Jacabion of the velocity vector we can Figure 4 shows starting points, marked as cros-
detect a region where axes of local rotation may ses, where a forward and backward integration of
occur. the velocity field begins up to the outlet and

inlet positions of those streamlines which go
An observer who moves with the fluid and looks through these points. This technique provides in
parallel to the direction of the local velocity a relatively simple manner an insight to known
vector will not generally see rotations. It is secondary flow regions.
only if the principal axis is almost parallel to
the direction of displacement that a local rota- Two classes of pictures are made to visualize
tion is observed. the flow pattern of the two examples. A number

of neighbouring streamlines allowes an insight
So our procedure to find local rotations is: more into local details of the flow whereas a
search for grid points where complex eigenvalues few stream ribbons provide more clearly distinct
of the Jacobian of the velocity occur. If the flow paths and their rotation over the whole
angle of the real eigenvector and the veloci- physical domain.
ty vector is less than a (user-)given limit, the
point will be selected to become a starting
point of a streamline which will be computed a) Turbine Stator
forward. A second streamline which is evaluated
backwards may then be concatenated. The development of a horse-shoe vortex formation

in a frictionless calculation is reached by a
total pressure variation in the inlet boundary

6. Euler Calculation of the numerical domain to simulate an oncoming
boundary layer flow near a side wall. The pro-

The numerical scheme of the Euler calculation is file is given by a measurement in a turbine test
based on a finite volume discretization for the facility not specially for this test case but
Euler equations in cylindrical coordinates on for comparable flow conditions.
the rotating frame. A nodal point technique with
overlapping control volumes in all coordinate In order to save computer storage the computa-
directions is used on an H-type or C-type grid tional domain is reduced to the hub region only.
according to the blade geometry. The discretiza- The inlet boundary layer thickness therefore
tion in time is formulated by the so-called covers thirty percent of the flow channel in
"Damping Surface Technique (4,5]." radial direction. Figure 5 shows the coaxial

channel contour in meridional projection.
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In figures 6a+b, the backward flow in front of 8. Conclusions
the leading edge clearely can be seen until it
rolls up to the horse shoe vortex. It is inter- We have introduced a technique for calculation
esting to see that the backward flow from the and visualization of streamlines and vortex
starting points forms two neighbouring quasi lines. The above algorithms can be integrated
meridian stream surfaces. Particles from these into a 3D display system which may run on a
surfaces build up downstream of the suction side modern workstation.
leg and the pressure side leg of the horse shoe
vortex. The corresponding rotations can be ob- The main advantage of such a visualization tech-
served in figures 7a+b. In these figures a fur- nique is that it permits one to determine the
ther stream ribbon is represented to illustrate location in the oncoming flow of fluid patches
the passage vortex. It is interesting to follow of interest in the downstream flow field. Comp-
the interaction of the suction side leg of the arisons with experimental visualization tech-
horse shoe vortex and the passage vortex. An niques can easily be carried out.
animation of this picture in a coloured version
carries out more clearly than a monochrome plot
the change in rotation of the suction side leg
due to numerical diffusion. The passage vortex
is seen here as the dominant phenomenon.

To be more illustrative, a vortex line of the References
horse-shoe vortex has been calculated, too (fig.
8). This vortex is dominant in approximately [1] Rogers, D.F. and Adams, J.A, "Mathematical
thirty percent of the passage while the main Elements for Computer Graphics", McGraw-
part of the passage is dominated by the passage Hill, New York, 1976, pp. 133-138
vortex. The change of direction of rotation hap-
pens near the turning point of the vortex line. [2] Gear, C.W., "Numerical Initial-Value Pro-
The pressure side leg of the horse shoe vortex blems in Ordinary Differential Equations",
initially rotates in the same direction as the Prentice-Hall, Englewood Cliffs, Nlew Jer-
passage vortex. sey, 1971

Observe that although the curl of the velocity [3] Vollmers, H., Kreplin, H.-P., and Meier,
field is periodical the computed vortex line is H.U., "Seperation and Vortical Type Flow
not. This would only happen in the special case around a prolate Speroid", AGARD-CP-No.
that an end point of a vortex line meets its own 342, paper no. 14, 1983
starting point shifted by a period. But if one
repeats the vortex line by rotating the period- [4] Happel, H.-W. and Stubert, B., "Comp-
ical pattern will immediately be seen. utation of Transonic 3D Cascade Flow

and Comparison with Experiments",
AGARD-CP-No. 437, paper no. 31, 1988

bI Compressor Rotor

[5] Couston, M., McDonald, P.W., and
Main interest of this example is concentrated on Smolderen, J.J., "The Damping Surface
the tip clearence region. In order to maintain Technique for Time Dependent Solutions to
the H-type grid topology the original blade ge- Fluid Dynamic Problems", VKI TN 109, 1975
ometry and the numerical grid are modified as
shown in fig. 9. It should be pointed out that
the focus is not on the details of the tip
clearence flow but rather on the global inter-
action between the suction and the pressure side
region. Therefore the grid density seemed to be
sufficient. The flow field computation again is
carried out by an Euler calculation. Again, the
streamline (figures 10a+b) and stream ribbon
(figures lla+b) technique are used to visualize
the flow pattern. It possible to devide the flow
across the tip clearence in more or less und-
isturbed regions and sections which are in-
fluenced by a vortex directly. Obviously the
third ribbon from the left in fig. 11 contains
the core of the tip vortex.
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Fig. 1: 3D H-Type Grid 
Fig. 2: 3D C-Type Grid

Fig. 3: Numerical Grid
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Fig. 4: Starting Points for Horse-Shoe-Vortex 
Fig. 5: Inlet Total Pressure Distribution

Streamlines
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Fig. 6a, b: Horse-Shoe-Vortex Streamlines
computated forward and backward
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Fig. 7ab: Horse-Shoe-Vortex Streamrins
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Fig. 7a,b: Horse-Shoe-Vortex Streamribbons
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Fig. 9: Tip Clearance Discretization

Fig. 10a,b: Streamlines in Tip Clearance

Fig. 11ab: Streamribbons in Tip Clearance
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Discussion

J. MOORE, VPI, U.S.A.
What weighting function do you use to interpolate between the parabolas?

AUTHOR'S REPLY
The weighting function we use is a cubic.

M. FORDE, UNIV. OF TRONDHEIM, NORWAY
Is the search for the next streamline point the most time-consuming part of the algorithm?

AUTHOR'S REPLY
Obviously the computation time needed for the search algorithm depends on the size of the

grid whereas the streamline computation does not. The time may be reduced if the calculation
of the Jacobian matrix is already carried out in the initializing procedure of the computer
program. The Jacobian is helpful to support the ODE-solver anyhow.

R. GRAY, WRIGHT LABS, U.S.A.
Please provide a physical interpretation of the complex eigenvalues of the Jacobian of the

velocity field. Does matrix J decompose into symmetric and antisymmetric components?

AUTHOR'S REPLY
Every matrix can be decomposed into a symmetric and an antisymmetric component.

Consider a symmetric Jacobian, all eigenvalues are real. The corresponding eigenvectors are
orthogonal and we may construct the ellipsoid of principal stresses. Consider an antisymmetric
Jacobian, we have one real eigenvector which is the vorticity vector and vanishing corresponding
eigenvalue. The two other eigenvalues are ±iw, where w is the absolute value of the vorticity.
In the general case we can say that the antisymmetric component is dominant when there exist
complex eigenvalues of the Jacobian matrix.
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AN INTEGRATED CFD SYSTEM FOR 3D TURBOMACHINERY APPLICATIONS

Ch. HIRSCH "', C. LACOR "', C. DENER and D. VUCINIC
Computational Fluid Dynamics Group

Department of Fluid Mechanics
Vrije Universiteit Brussel

Pleinlaan 2, 1050 Brussels
Belgium

1. SUMMARY number level. Various physical models for the gas laws,
including chemical relations, are introduced, together

A complete CFD system, composed of an interactive with different turbulence models.
mesh generator, an efficient flow solver and an advanced, The following sections describe successively the
portable, flow visualization system is presented for Tefloigscin eciescesvl h
poaelow visuliation. sTems peetefor structure of the interactive grid generator, the flow solver
turbomachinery applications. The mesh generator (IGG) and the visualization system, followed by applications for
and the visualization system (CFView) have the same an annular turbine.

user interface and call on Object Oriented Programming,
on top of X-Windows. The flow solver is developed within 3. INTERACTIVE GRID GENERATION SYSTEM
a multigrid method, where the time integration schemes
are considered as 'smoothers'. Both explicit or implicit The interactive grid generator (IGG) has been developed
time integration methods can be chosen. The explicit as the preprocessor part of the system. The IGG includes
integration is based on the Runge-Kutta method and the advanced geometry modelling and grid generation
implicit solver uses relaxation methods with Gauss-Seidel features, designed to minimize man-machine interaction
point or line strategies. The space discretization allows for in creating grids around complex configurations.
central as well as upwind schemes and algebraic or two IGG version 2.2 is capable of generating structured or
equation turbulence models are available. The application unstructured multiblock grids around 2D geometries
to an annular turbine blade row is shown. (Dener (1991)). With version 3.0, these capabilities are
2. INTRODUCTION extended to 3D geometries with additional features for

surface modelling / grid generation and for structured
The development of efficient Navier-Stokes solvers and multiblock grid generation in a multiwindow environment.
their increasing application in industrial environments, The IGG system consists of three main modules:
emphasize the need for complete CFD systems, an advanced interactive graphical user interface;
including advanced pre- and post-processing a built-in geometry modeller;
components, such as mesh generation and flow analysis a grid generator.
through graphical visualization.

The user interface is designed for maximum portability.
For many 3D applications to complex geometries, such as The geometry modeller is developed as a built in CAD
turbomachinery blades, inlets, combustion chambers, or system to construct and manipulate the 2D / 3D grid
external flow configurations, the generation of an boundary curves and surfaces. The grid generator
adequate mesh can be a lengthy, and therefore costly, integrates various generation algorithms to deal with a
part of the flow simulation. Similarly the adequate analysis wider spectrum of applications and introduces new
of the generated flow data calls upon efficient qualitative interactive techniques for fast generation of grids, as well
and quantitative visualization tools, in order to gain a valid as the evaluation and enhancement of grid quality.
knowledge of the numerical and physical features of the
flow solution. The IGG system is implemented by using the principles of

object oriented programming (OOP) and C++. A brief
The present work aims at the development of an discussion on the basic concepts of OOP is given in
integrated CFD system comprising a highly interactive Section 5.2. All the basic concepts of implementation are
grid generator IGG, an advanced flow solver and an defined as seperate objects (abstract data types). The
interactive flow visualization system CFView. These tools main design goal is to specify what to do with an object,
require highly developed languages, such as the object rather than how something gets done.
oriented language C++, coupled to the X-windows
system and the PHIGS graphical standard library, to For the first time in the domain of interactive graphics, the
ensure portability over the large variety of available Programmer's Hierarchical Interactive Graphics Standard
workstations. (PHIGS) and InterViews (an object oriented toolkit based

on the X window system)" were integrated at the C++The flow solver is developed for structured, mutiblock level, to create a portable graphical user interface for the
meshes, as a multigrid system with different options for IGG and CFView systems. IGG and CFView classes are
the time integration as well as for the space discretization. designed to have a simple data structure and a high

Explicit and implicit methods can be selected with central degree of generality in order to facilitate derivation of new
or upwind schemes, allowing the user to select the best classes for other CFD applications.
adapted options according to the configuration or Mach

Professor. 0 Research Asst.
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3.1 Interactive Graphical User Interface the end points of each segment separately. Finally, the
An overall picture of the IGG interactive graphical user grid is created within these boundaries, the quality is
interface, with all the menu options and interaction areas observed, and the modifications or adaptations are made.
on the display, is shown in Figure 3.1. There are three A variety of generation options have been provided for
input options (mouse, keyboard and file) for user the user to select the best suited one for a specific
interaction and six operating modes (grid, block, face, geometry. As a new feature, it is possible to define
edge, segment and parameter) for editing and grid surface normal lengths for grid points on each block face,
generation. The mouse controlled quick buttons are by interpolating from the user specified distributions on
available for viewing operations and the dialogue boxes four edges. Thus in 3D transfinite interpolation, cubic B-
are used for file management, topology definition, active, spline based interpolation functions can be used to
segment selection, surface and cell scrolling, editing and enhance orthogonality in 3D space. For multigrid solvers,
setting the grid generation/adaptation parameters. Each different coarse grid levels can be interactively analyzed
menu item has also a key binding for fast menu activation, and saved.

Window positions and viewing coordinates can be

interactively changed by the user. The interactive colour The 3D grids are analyzed by selecting arbitrary block
map editor, visibility filters, reverse video option, grid surfaces through a surface scroller. The cell skewness or
structure repetition and descriptive text insertion are aspect ratio can be displayed on all selected surfaces for
other tools provided to customize the display area. Active assessment of grid quality. Individual 3D grid cells can
status of the system is displayed and updated on user also be scanned to check cell distortions. Solid model
interaction areas. Warning messages are given for wrong representations of block surfaces and removal of hidden
input and selections, lines are other visualization tools implemented in the

system.
3.2 Geometry Modelling The following grid generation features have been
A curve and surface construction part has been implemented in the system:
developed within the code in order to define grid - Six-boundary interpolation (linear or cubic) to create
boundaries. The 2D or 3D curve generation options 3D block grids,
include line, multiline, cubic spline, cubic B-spline, circle, - Four-boundary interpolation (linear or cubic), as an
circular arc, ellipse, elliptical arc and algebraic function, in extension of the B-spline based surface generation
which the user interactively enters an algebraic function methods, for generation of surface and block grids,
and its variable limits to define an analytical curve. Surface Two-boundary interpolation (linear or cubic) with
construction is based on interpolation from four boundary user specified or hyperbolic tangent stretching, for
curves (Coon's patch), or from surface cross sections surface and block grids,
defined by spline coefficients. Other CAD system - Body wrapping technique for C and 0 type
outputs can also be read and edited by the code. structured surface grids, enforcing orthogonality on the

A boundary segment is the smallest element in building solid body.
and editing blocks. There are three geometrical elements - Local smoothing in a user specified region of a
(data, grid and normal points) considered for the surface grid,
construction of boundary segments and these are Interactive adaptation of structured surface grids,
displayed in different colors and shapes. A segment can Local grid point refinement in structured blocks by
be selected as the active segment, with one of the input segment subdivision.
modes. Once it is selected, all operations are effective on For 3D multiblock configurations, the block connectivities
this segment. By changing the operation mode, one can and boundary conditions of each face are interactively
extend the scope of operation to active boundary, to specified by start and end values of the variable indices
active block or to the entire grid. Beside standard editing on that face and the type of boundary conditions,
capabilities, such as rotation, translation, scaling, mirroring respectively. The system automatically connects the
and copying, it is also possible to save or recover each corresponding segments with proper orientation. In order
boundary segment at any stage of curve construction, to to minimize the effort to define grid boundaries for
add, modify or delete a data point, to divide a segment or specific applications, such as 3D turbomachinery
to connect opposite boundaries by straight lines or arcs. components, a number of predefined data file formats
A shape change option is also included to convert a can be used. The colour representations of grid cell
multiline to a cubic spline or vice versa, skewness and aspect ratio also provide visual aids for the

3.3 Grid Generation evaluation of grid quality..

A structured multiblock grid can be created in three steps. The H-type 3D grid created for the test case E/TU-1, low
First, the grid topology and block boundary information speed annular turbine blade row, Sieverding(1990), has
are provided by the user through interactive dialogue been shown in Figure 3.2, by a number of selected
boxes. Then, grid boundaries are constructed by a surfaces with hidden line removal. Figure 3.3 is an
number of segments to capture discontinuities. During example of a C-type grid created for a 2D turbine blade.
this process, at least two opposite block boundaries are Figure 3.4 presents the 2D unstructured grid created for
needed to be specified for grid generation. On each the above test case profile, using the same boundary
segment, grid point and boundary normal distributions information. Currently, the IGG system is being extended
can be interactively specified by cubic B-spline based to deal with a broader spectrun, if 3D applications with
control functions. Grid point clustering can be defined at new surface modelling and grid generation options in a
either or both ends of a segment or at a location in multiwindow environment.
between. Boundary normal angles can also be fixed at
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4. MAIN FEATURES OF THE SOLVER Consider a set of meshes denoted with an index I = 1,...,L
with L the finest level. The Navier-Stokes problem on the

4.1 Introduction finest level can be written as:
The solver which has been developed with FFA, the aUL L
Aeronautical Research institute of Sweden, is based on a - + NL  ) = 0
solution of the Reynolds Averaged Navier-Stokes at (4.2.1)
equations. it is applicable to a wide range of flow problems
varying from internal flows in turbomachinery , channels
and inlets to external flows about complete airplane or Stokes operator on the finest mesh L. Note that the
shuttle configurations. The Mach number range is from temporal discretization has been left unspecified so far.
low subsonic up to hypersonic. Though the emphasis is The problem is then approximated on coarser levels I as:
on steady state calculations, time-accurate problems can
be treated too. Iat- + N M Fi
The code is based on the use of structured meshes. A
mufti-block approach is adopted for reasons of flexibility, with F the forcing function, defined recursively as:
In the current version of the code, continuous gridlines I .I
are assumed between different blocks. In a new version F=- (- I LN 0) + I,. [F, - N, (Y")] (4.2.3)
discontinuous gridlines will be allowed.

The 'heart' of the solver is the multigrid method. This where I., and Il" represent restriction operators of
method is used to drive the solution towards its steady resp. the unknowns and the residuals. In the present
state, with a maximum efficiency, code they are defined as:

Within this context, the time integration schemes are I, = (4.2.4)
considered as 'smoothers' for the multigrid. Their aim is to (.4

eliminate high frequency errors in the solution. t , Y 61 U 61

Either explicit or implicit methods can be chosen. The I - 1
explicit integration is based on the Runge-Kutta method, I Q (4.2.5)
where the user can specify the desired number of stages where RI+ 1 is defined as:
and the Runge-Kutta coefficients for optimal smoothing.
The implicit solver uses relaxation methods with Gauss- R!" - F. 1 - Nw (U'") (4.2.6)
Seidel point or Gauss-Seidel line strategies. and Q represents the cell volume. The summation in eqs.

The accuracy of the obtained solution is determined by (4.2.4),(4.2.5) is over the 8 fine cells contained within a
the spatial discretization. Different schemes are coarse cell.
implemented into the present code, based either on a After temporal discretization, eq.(4.2.2) can be written as
central or on an upwind discretization of the convective
terms,cf. Muller and Rizzi (1989), Eliasson and Rizzi S.AIJ+ N( (0))= F (4.2.7)
(1990), Lacor and Hirsch (I988a,b). Within the upwind
option different alternatives are coded, cf. Section 4.3.2. is the current solution on mesh I, around which the

equations have been linearized (in an implicit method)
The turbulence models are currently being implemented. and which has to be smoothed. One has:
Both the algebraic model of Baldwin-L- ,ax and the two- t " U 1  (
equation k-e model will be available. 1 .1 (4.2.8)

Finally, some real gas effects will be introduced for AUI is an update of UI(0 ) and is to be calculated. S is the
hypersonic applications, smoother. It is an operator that depends on the chosen

The treatment of the data within the code, is handled by a time discretization. For an Euler explicit method one has:
set of utility routines. The complete set of data, stored in a s . IL
integer and real workvector, is available at all levels of the A (4.2.9)
code. The utility routines allow to store and/or retrieve
data from the workvectors in a flexible, user-friendly way. whereas for an implicit method, S can symbolically be
This simplifies the addition of new routines, written as:

4.2 Multlgrld Method sL(4.2.10)
The multigrid method is based on the use of FAS cycles.
Both V-cycles and sawtooth cycles can be chosen. The linear problem (4.2.7) can be solved for AUI. Note that

for implicit schemes combined with iterative solvers,
The loop over the different grids is outside the loop over
the different blocks, leading to faster convergence rates (4.2.7) will only be solved approximately. The updated
than the alternate solution where a complete multigrid solution U I will be smooth (provided S is a good
cycle is performed on one block at a time, cf. Yadlin and smoother) and can be restricted to the next coarser level,
Caughey (1990). according to eq. (4.2.8) with I replaced by I-1. Alternatively

one can perform another linearization on the same level I,
The basic strategy is shortly described below, before proceeding to a coarser level. This is achieved by

putting U'(0 ) = UIand repeating the steps above.
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Once the solution on the coarsest mesh is smoothed, the (+ )
coarse-to-fine sweep of the multigrid cycle is initiated. d.1, 2  (U,.l - L )- 1" (U . -21.1+ U..
The current solutions on finer grids are updated with the 2

solution on the next coarser level: E.- +" (L -2U-+ U)
U Y+1- It,- 2 (4.3.5)

LJ.I=+ I1.,(LI~ Li) (4.2.11)
The coefficients e are determined as :

The operator 111, is a the prolongation operator, in the

present code piecewise constant prolongation : in each )- 12 - Ko . X(Vi-2,V1.1, V1, VW)

of the 8 fine cells contained within a coarse cell, the ( _2

prolongated correction is taken to be the coarse cell 411/2 =- -max(o, X 2-l .K, _21 (4.3.6)
correction, i.e. The variables v in the first formula are shock sensors,
I,1 ,UL. I (4.2.12) aimed to activate the second order dissipation in theregions of shocks and to desactivate it elsewhere. They
In a V-cycle the new solution on the finer mesh is are based on the pressure and defined as:
smoothed before proceeding to the next finer level. This - + p1.11
is achieved by solving eq. (4.2.7) with U P(0 ) - UI a. vi =1- , + 2 + piij
In a sawtooth cycle this smoothing step is omitted and the + 2i + p1.1 (4.3.7)
solution is immediately prolongated to the next grid level. * is a measure of the fluxes, and is commonly chosen as

4.3 Spatial Dlscretizatlon Methods the spectral radius of the flux Jacobians multiplied with

Consider the Euler / Navier-Stokes system in multi- the cell face area:

dimensions :1_, 2 -4-1/2 17.'1 + c,.. SI112  (4.3.8)

+.;+ -+ 0 Within the cell centered approach, the flow variables are
at C a (4.3.1) defined only in cell centers, and hence:

This equation is discretized in space by the control U112 -1_[-U+'Ui.]

volume approach, based on a cell centered method: 2

C41/v2 -.1 Cl +C 6 1
J dQ+ .;.dS -o 2 (4.3.9)

(4.3.2) Equation (4.3.8) corresponds to a purely isotropic

The swlace integral is approximated as: definition of X. According to Martinelli (1987) this is not a
good choice on high aspect ratio grids. In 2D, he

F.ndS - YF'. proposes to include a contribution of the spectral radiusin the other direction. His ideas have been extended intoStam(4.3.3) 3D by Vatsa and Wedan (1989), leading to:
where the subscript lace' indicates the flux through the
cell face, which is the so-called numerical flux. ;l-1/2-.11-+ -1/ .1-. A-i 2  (4.3.10)

A general framework for different numerical schemes is The dissipation coefficients 16 2 ) and C
( 4 ) are constants

provided by expressing the numerical flux as, cf. Hirsch to be supplied by the user.
(1990):

-..;)" d(+2 4.3.2 Upwind TVD Schemes
n*+/2" qUi+. W-/2 (4.3.4) The numerical flux is again given by (4.3.4), but the

dissipation term is more complicated and more in
Note that the indices j,k which do not vary, are dropped in accordance with the physics of the flow:
equation (4.3.4). This will consistently be done in the
remaining of this text in order to enhance clarity. d(U1 ,2 - U,) (43.11)
The first term in the right-hand-side of (4.3.4)11

Threpod marie Rad-ae(1 2) ormd bytherighuancorresponds to a central discretization. The second term
can be seen as a general dissipation term. left eigenvectors of the Jacobian matrix , i.e. they satisfy

Note that in the central part, the cell face flux is obtained A - A. nr- B.ny + C.nz - R AR- ' (4.3.12)
from the average primitive variables on the cell face,
V i+ 12 • In this averaging procedure, the possibly where ABC are the Jacobians of the flux vectors in resp.
different lengths of the cells on both sides of the cell xy,z direction, noted F,G,H
face, have been accounted for. A- ±-," B- R, C -

The dissipation term may be a classical artificial a- (4.3.13)
dissipation, used in combination with central schemes, or U represents the vector of conservative variables. The
the dissipation associated with upwind schemes. notation diag((1.L12) represents a diagonal matrix with

4.3.1 Centrol Schemes Lia as element in row and column 1.
The artificial dissipation term di+1 /2 of eq. (4.3.4) is given Depending on the expression for a different upwind
by: schemes are defined. In the code, a TVD version of flux



17-5

difference splitting, cl. Roe (1981) and the symmetric 44 T Integration
TVD scheme of, Yes (1987) have currently been The chosen time integration fixes the smoothing operator
implemented. as defined in eq.(4.2.7).

They correspond to the following choices: In the code both explicit Runge-Kutta time stepping and

cL = 
s  a - ,,2)av,.2+ (R ,j) ,,/ (4.3.14) an implicit scheme with an iterative solver based on

.1/2 (4.3.14) relaxation methods have been implemented.

for flux difference splitting and The time integration is decoupled from the spatiat

a'v1 ,j d12 (t,2, o /21 ( discretization, in the sense that both methods may be
S"]4.3.15) combined with any of the spatial discretization operators.

where a,6,2 represents the l-th eigenvalue of the
Jacobian of eq. (4.3.12). 4.4.1 Runge-Kutta Methods

The user can specify the number of stages. A m-stage
The dissipation of eq. (4.3.11) together with eqs. scheme is coded as:
(4.3.14), (4.3.15) corresponds to second-order accurate
upwind type schemes. The functions W and 0 are limiters Ul-f+5,At R(l)

which introduce a non-linearity in the scheme to make A U2 -tf+,,t R(U1)
monotone. If the limiters are taken to be zero, both flux
difference splitting and symmetric TVD, lead to the same
first-order accurate upwind scheme. Um=Un+ t R(U')

The limiter arguments are based on variations of the Un+l=Um (4.4.1)
characteristic variables, and are defined as: where R is defined as in eq.(..) and A are the Runge-Kutta

R 1 .1_12 (w_ ! -_ _) 
coefficients to be specified by the user.

i Wi - The Runge-Kutta solver is combined with local time
,112 ( W.1 stepping to enhance the convergence rate. The user has

Fr2' 432_ (W_ -W) also the option of using residual smoothing.
+2 ( O,- W) (4.3.16) 4.4.2 Implicit Methods

in equation (4.3.14) and The implicit operator will be derived for the upwind
schemes. The same operator however can also be used

_ wI -wL. in combination with central schemes.
The following family of explicit and implicit schemes can

rrl1i -wL2-W1.1 be defined iW1.1,-WI (4.3.17) - + : tFnfcJ .S

in equation (4.3.15). At faces

The superscript I refers to the l-th component of the -(1- e) " [(Fn)aceJ AS
vector of characteristic variable variations. This vector is faces (4.4.2)
obtained from the conservative variable variations where
through the following relation :

WI,-W,-R ,'/(ULj -U,) (4.3.18) AV. Vn+ 1 - Vn (4.4.3)

Different limiters can be chosen. Currently the minmod and the numerical flux is given by (4.3.4). In view of the
limiter and the superbee limiter have been implemented. linearization, the primitive variables V iare used nstead ofThis corresponds to the following expressions for the the conservative variables. This leads to much simplerfunctions ends 0 Jacobians. The matrix M in eq.(4.4.2) describes the

transformation from primitive to conservative variables:
(R =mimo(1R)(43.9) AU - K.AV (4.4.4)

Q(r,r*) - minmod(1,r-) + minmod( 1,r ) - 1 (4.3.20) with

,*(R) - max(0,min(1,2R),min(2,R)) (4.3.21) M -
0(r. r ) - max( Omin(1,2 r),min(2,r)) V (4.4.5)

+ max( 0,min( 1,2rj),min(2,r) - 1 (4.3.22)

Expressions (4.3.19), (4.3.20) represent the minmod The numerical flux at time level n+1 is rewritten as:
limiter, eq. (4.3.21), (4.3.22) superbee.

Note that different limiters may be chosen for different (F.ni+l/2 = •FV+1 )A.n+1/2
components of the characteristic variables, cf. Yee 1 Rl+d[kI n+l( 1 Vn+1
(1987). -R,++1/2 diag[cL +l/2) ( Li71/ (Vj+l -4)n+l

(4.4.6)
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where L diagonalizes the Jacobians of the primitive and the matrices E simplify to positive and negative
- Jacobians:

variables, denoted A:
Ei-, j --X P . 1/ 2

A= LAL- 1  (4.4.7) EilJ=+X8Pi+1,2E i +J M" E P i+ 12-i 1/2 +P 12P'/] (..

The numerical flux is now linearized following a similar I [ 1I 2-Pi- 1/2 +PJ41/2-PjI,21 (4.4.14)
procedure as proposed by Yee (1987). with similar expressions for E i,i-1 and Elj+1.
The fluxes of the first term in the rhs are linearized Further simplification of the implicit operator is still
according to : possible if one replaces K with its spectral radius.

A + 1 --nThe linearized system (4.4.10) with (4.4.11) or (4.4.14) is
1+1 /2)+ Ai+1/2 AVi+1/2 solved iteratively with a Gauss-Seidel point or line

- -n relaxation. In the latter case block-tridiagonal systems
-V ~+ 1/2 )* 2Ai+1,2 (AVi + AVi+1) (4.4.8) have to be solved.

- 4.5 Structure and Data Management
A is not to be confused with A and is given by The flexibility of the code is guaranteed by a set of utility

routines that take care of all the management of data,
-. = R AL- 1  such as for instance storage and retrieval. These routines

oV (4.4.9) are designed to work around the limitations of Fortran
The second term in the rhs of eq.(4.4.6) is linearized by static arrays.
treating the matrix, multiplying the variation of the primitive The basic !2t- : is done in two large one-dimensional
variables, at time level n. work vqc~ors with fixed sizes, one for real and one for

The resulting linearized system in two dimensions is integer data.
Ei-1 ,jAU-1jj+ Ei,; + Ei+l ,iAUi+I ,j On central memory machines the workvectors are either
+Eij.1AU.Iii + Ei 1+ +jAUij+1j kept in memory at all times or sliced in pieces of which
+Ei,-lAUi,-1 + Ei,J+lAUi~J.l most are kept on external storage, being read in the

- -". (F)ace mermory as needed.
faces (4.4.10) On a computer with distributed memory, there will be a

with local set of workvectors for each processor.
.j +Through the use of the utility routines, these work

E1-l -- Pi-1/2 + Ki- 1 21 vectors appear to the programmer as a common tree

Eij-1 =- [ Pj-1.2 + 1<_1.12] structure. The data stored in the work vectors is

2 addressed through the use of a system of pointers, each
Econtaining the starting address of the corresponding

[2 data.

E ij+l - +'2[Pi+I/2 - Kj+I/2] The complete tree structure is set up at run time and is
2 dynamic in the sense that one may allocate space for

Eij= MK-4+2[Pi+1i2-Pi.1/2+ Pj+I/2--Pj1/2] arbitrary data with a size determined at run time. One can
2 however not delete data from the tree and reclaim the

+-[K +memory locations for new purposes. In order to have truly
2K+12i1+ Kj+I/2+K,'I/2] (4.4.11) dynamic memory allocation a stack is used.

and Within this data management approach data is treated as
local as possible, with no data appearing in other routines

Pi+1/2= (A.;)i+I/2 than the ones that actually need it. This allows several
f(;)(I.+1 ) programmers to work on the code at once and simplifies

Ki+1/2 - Ri+ 1,2 dig[ta1+l2 1 4 1/2) (4.4.12) the addition of new modules.
From eqs. (4.4.10-12) the following observations can be Finally, the use of commons is avoided, making the code
made. more easily transportable to distributed memory
Though the spatial accuracy is of second-order the computers.
resulting implicit operator corresponds to a 5 point stencil S COMPUTATIONAL FLOW VISUALIZATION
in 2D (and 7 oit in 3D). The Jacobians appearing in the SYSTEM
operator are Jacobians of the full fluxes and not of split
fluxes. , The computational flow visualization system (CFView) is a
The implicit operator can he simplified if only first-order highly interactive and portable postprocessor, with
accurate spatial discretization is used. The variables integrated windowing environment, menus and mouse
reduce then to the absolute value of the variales cf controls. Considerable attention has been focused on
rede () t He nueve eienvaues, . the design of the graphical user interface (GUI) and on the
eqs. (4.3.14),(4.3.15). Hence development of numerical probes, the new tools for

K1.1/2 - IPi+1/2 (4.4.13) interactive quantitative and qualitative data field analysis.



17-7

The data fields can be generated either from the output that can be performed on them. The inheritance simplifies
of numerical simulation codes or from experimental data. the creation of a new ADT that is similar to an existing ADT

CFView allows the visualization of 2D and 3D fields on by enabling the user to specify just the difference

structured and unstructured meshes in multidomain between the new ADT and the existing one.

(muhiblock) configurations. The geometry and field data The OOP approach is applied to develop the object
specifications are supported in the cartesian, cylindrical oriented model of PHIGS functional graphics library. The
and meridional stream surface coordinate systems. C++ binding and class library related to PHIGS are created

The CFView system is designed using an object-oriented to improve object oriented implementation of CFView.

programming (OOP) approach and implemented in C++. The GUI is developed using InterViews library, Linton
Based on PHIGS and InterViews, class libraries were (1987), in combination with PHIGS graohics classes. GUIdeveloped to ensure full integration of 3D graphics and is similar to the emerging PEX standard (the PHIGS
Gvl. Extension to X windows) for high performance graphics,

and is completely written in C++ for software reusability

5.1 Objectives and maintainability. The combination of PHIGS and

Numerical simulation of flow problems produce vast InterViews library classes provides a user friendly

volumes of data, which require appropriate tools for environment for GUI and 3D graphics implementations.

analysis and interpretation. With the present 5.3 Advanced System Features In an
development of efficient workstations, graphical Interactive User Environment
representation and visualization of flow prcperties are the
best adapted approach. CFView has a powerful context-sensitive, mouse-

operated GUI. GUI consists of a set of pulldown-pullright
The objective of CFView (Vucinic(1989), Vucinic(1991)) menus and dialogue boxes, that allow the selection and
is to establish an environment, in which the researchers combination of various representations. Viewing
may interactively probe, visualize and extract quantitative operations and interactive interrogation of the
field information. The visualization, as a postprocessing computational fields are ensured through the use of
tool must be powerful, easy to use, flexible and must the cursor and view manipulation buttons. A general
allow the user to make an in-depth investigation to layout of the system is illustrated in Figure 5.1.
identify peculiarities in his model, to check out his own In addition, the system supports a genera!ized
simulation codes running on test cases, or simply to multiwindow concept in which 2D or 3D graphics can be
extract guide lines for a better tuning of parameters in a independently displayed and manipulated through thesolver. neednl ipae n aiuae hog h

use of the menus. In order to avoid system limitations, the
Because the visualization is a common activity for all number of windows and the task assigned to them is free
numerical simulation systems, it is a logical idea to to the user. Any representation of the flow field may be
develop a visualization system which can be used across applied and combined inside one or more views. The
different flow solvers and computer systems. The multiwindow environment of CFView allows the user to
objective is to give the user a fully interactive graphics simultaneously load different data sets during the same
package with as much functionality as possible and with run and to manipulate them for comparative analysis. In
the simplest possible interface, the same way, different field quantities of a same file may

The state of art in the development of visualization be visualized at the same time.
systems, specifically for CFD, is represented by several The colormap editor and interactive light positioning can
computer packages : PLOT3D, developed at NASA improve the appearance of 3D representations.
Ames for steady data and multiple structured grids CFView offers additional facilities, such as undoing
(Buning(1985)), VISUAL2 and VISUAL3 at MIT commands, setup files and interactive picking for the
implemented on graphics supercomputer workstation for selection and removal of graphical objects. Setup files
structured and unstructured grids (Giles(1990)), AGPS seenad e n of gra nts Stup thesusdat The Boeing Company (Capron(199 1)), and may be generated when the user wants to apply the same
used aconfiguration to different data sets. The setup file typically
FLOVIS at CIRA (FLOVIS(1988)). consists of parameters used to define the viewing

Another group represents general visualization systems: positions, arbitrary cutting planes, particle traces starting
DataVisualizer from Wavefront, FieldView from Intelligent positions and some other user preferences.
Light and AVS from Stardent Computer Inc.

5.4 Field Representations
5.2 Object Oriented Approach The number and type of field quantities are defined by
Object oriented programming (OOP) (Goldberg(1983), the user. In addition, new field quantities can be
Gorlen(1990)) is a useful software development generated interactively from the existing quantities by
technique for structuring large programs by assembling specifying an analytical function. According to the type of
interchangeable, reusable software components, called quantity, the representations are subdivided into scalars
objects. Objects are computer analogs for entities in the and vectors. The analysis of the complete field can be
real world, meaningful to the CFD user. OOP allows performed on different types of interactively selected
reusing of existing software through data abstraction and zones. These zones are grouped according to their
inheritance. The data abstraction is a programming space dimension as 0D, ID, 2D or 3D zones inside the
technique for the creation of abstract data types (classes computational field. A summary of all zone groups can be
in C++). An abstract data type (ADT) is a user defined given as follows:
data type which integrates the data and the operations Zone Types
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OD general points inside the computational domain, different quantity representations in the same view on
I D general curves: different surfaces.

- constant mesh line (for structured mesh),
- arbitrary curve section, 5.6 NumerIcal probes
- general curve resulting from the intersection of two Beside classical field representations, like isoline, contour

surfaces (e.g. solid boundary and arbitrary section), shading and thresholding, CFView provides a set of very
- particle paths. powerful diagnostic tools for the interactive

2D general surfaces: QUANTITATIVE analysis of the field. The important tools
- mesh boundaries, are local values, quantity distribution along curves
- constant I.J, or K surfaces (for structured grids) (arbitrary or grid lines) and local profiles.
- arbitrary cutting planes, The local profile numerical probe is a very special tool,
- isosurfaces, which allows the user to locally blow up a region of the
- surface-tangent vector (e.g. streamsurface). field and to display the quantity distribution in a cartesian

3D general volumes: plot. This feature is very useful when boundary layer
- complete mesh, phenomena are considered. The local value probe
- single domain of the mesh, displays the numerical value of the active quantity at a
- arbitrary submesh interactively generated. point, interactively selected by the user. The user can

In the next section, more detailed description of the 2D also interactively select a section line and visualize any
general surface concept is explained together with the quantity distribution along it. In Figure 5.2, beside the
possible modes of operations on extracted or user grid geometry and isoline representations, the numerical
generated surfaces. probes, local profile and local value are shown for scalar

In addition to the volumetric data input, CFView can treat and vector quantities. In addition, the user can select

surface and validation data. Surface data include different types of boundaries (solid,inlet,....) and restrict

quantities confined to solid boundaries, such as the heat his investigations to these regions.

transfer coefficient. Validation data are the results of The particle path numerical probe is also available as a
experiments or other computations, that can be used to standard tool for vector field analysis. All previously
facilitate the comparison of displayed results, mentioned probes are available for 3D computations, as

shown in Figure 5.3.
5.5 Surface Concept In addition to surface representations CFView allows th.,
CFView makes an extensive use of the surface concept, user to compute isosurfaces of scalar field quantities. On
because most representations are primarily related to these unstructured surfaces other quantities can be
them. The surfaces represent the most natural way to analysed using numerical probes and surface
extract data from the volume data set. representations (isoline, colour contours...).

For structured meshes the user can scan the
computational volume instantaneously by moving 6. RESULTS
through constant I, J or K surfaces. The scanning enables Since parts of the solver are currently still under
the user to browse through grid surfaces and to select development, preliminary results are shown for a laminar
the ones with which the user is particularly interested. Navier-Stokes calculation of an exteral flow problem at
The scanning is available in geometrical and quantity hih Mach number.

mode. The geometrical mode allows to visualize surface g

geometry while the quantity mode allows analysis with The geometry consists of two perpendicular flat plates
shaded contours. Interactively the user can switch forming a 90 degree corner. Figure 1 shows the mesh in
between these two modes without interrupting the the two plates and in a cross-section. The bold lines on
surface creation process. This scanning feature give the figure 1 indicate the outer boundaries of the plates The
user the possibility to rapidly localize interesting field mesh was extended beyond the plates, where a
features in an animated way. symmetry condition was imposed, and in front of the

plates. The flow enters the corner at zero angle of attackAnother way of scanning the entire volume is by applying and at zero yaw angle with a Mach number of 4. Due toarbitrary cutting planes. The orientation of the cutting the displacement effect of the boundary layers, two

plane can be defined numerically or interactively with shocks are formed at the sharp leading edges of both

scrolling or rotating about an arbitrary axis. In this way, the plates. The mesh used, consisted of 452929 points.

result of the surface creation process is an unstructured

surface. The CFView system is unifying the handling of Calculations were performed with the central scheme and
the structured and unstructured surfaces to enable all the the second order accurate flux difference splitting TVD
representations that are available for structured surfaces scheme. In the latter calculation the Van Albada limiter
to be used for unstructured surfaces too. After the was used to ensure monotonicity. In both cases a four
surface creation process, the surfaces are automatically stage Runge-Kutta scheme was used for the time
selected for the active view. The user is then able to use integration.
them as geometrical reference for different field Figure 6.2 shows the convergence history for the central
representations. For more flexibility the displayed scheme calculation. The multigrid which is implemented
surfaces can become active or inactive, which means that but not properly tested yet, was switched off in the
the field representations will be applied or not to them. present runs. Both calculations start from a converged
This feature enable the user to superpose two or more solution on a coarser grid.
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Figures 6.3 and 6.4 give a qualitative comparison of the Lacor C., Hirsch Ch., (1988b), "Numerical Simulation of
results obtained with both schemes. In figure 6.3 the total the Three-Dimensional Flow Around a Butterfly Valve",
pressure distribution is shown in 3 different sections of Proceedings of Symposium on Flows in Non-Rotating
the mesh. Figure 6.4 shows the distribution of the Turbomachinery Components, ASME Winter Annual
Stanton number, which is a measure of the wall heat flux, Meeting, Chicago, FED-Vol.69, pp. 1-12.
on the horizontal and vertical plaie. Linton, M.A., Calder, P.R. and Vlissides, J.M., (1987),

Finally, figure 6.5 gives the velocity distribution in the 'InterViews : A C++ Graphical Interface Toolkit",
outlet section, obtained with both schemes. Note that not Proceedings of the USENIX C++ Workshop, November
the same scaling was used in both plots. There is an 1987.
indication of a vorticity in the flow, but this should be Martinelli L. , (1987), 'Calculation of Viscous Flows with
confirmed in calculations on still finer meshes. Multigrid Methods', Ph D Dissertation, MAE Dept.,
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Figure 3.2 C-type grid created for a turbine blade. Figure 3.3 An unstructured grid created for the same
boundary data given in Figure 3.4.
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Figure 3.4 Selected surfaces on the H-type grid, created for the test case E/TU-1 low speed annular turbine blade.
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Figure 6.1 Part of the 3D mesh for the corner flaw problem. Figure 6.2 Convergence history for the central scheme.
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Figure 6.4 Comparison of Stanton number distributions in the vertical and the horizontal plate. (left:central scheme right
upwind scheme)
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Figure 6.5 Velocity distribution in the outlet cross-section obtained with central (tett) and upwind (right) schemes.
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Discussion

H. WEYER, DLR, GERMANY
You showed exciting results of numerical simulation of shock-boundary layer interaction.

Did you apply different turbulence models with your calculations and what are the effects on the
calculated flow field?

AUTHOR'S REPLY
Calculations were done with different turbulence models. The results indicate that the

turbulence models essentially affect the behavior at the foot of the shock, namely the shock
induced separation. This interaction is very sensitive to turbulence models and there is, at
present and as far as we know, no model, that shows unequivocally better performance.
Although there might be some indications that the Reynolds stress models give better
predictions, more tests have to be done to confirm these indications.

M. FORDE, UNIV. OF TRONDHEIM, NORWAY
Can your mesh generator generate a Navier-Stokes mesh based on an Euler mesh and

solutions?

AUTHOR'S REPLY
The mesh generator has an option whereby a certain number of mesh lines can be

"wrapped' around the body with a user defined clustering law and defined between the surface
and a fixed initial mesh line. The 'wrapping* leads to a series of mesh lines which are
everywhere parallel to the surface along orthogonal directions. Hence, a local "Navier-Stokeso
mesh can be inserted between the surface and a first 'Euler m mesh line. In the present state,
the clustering law is not connected to the flux solution.

H. FRUHAUF, UNIV. OF STUTTGART, GERMANY
Do you have experience applying either the upwind or central differencing mode in the near

wall regions of high Reynolds number flows? How do the solutions compare in regard to
accuracy?

AUTHOR'S REPLY
The upwind schemes have to be treated carefully in the near wall regions. It is known that

the flux vector splitting schemes such as Steger-Warming or Van Leer are too diffusive in the
boundary layer regions. Improvements on the Van Leer flux splitting scheme are discussed in
Dr. Hinel's lecture in order to achieve better accuracy. On the other hand, Roe's flux difference
upwind scheme gives excellent results as well as central schemes, if the dissipation terms are
kept low enough.
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CALCUL PAR ELEMENTS FINIS DE L'ECOULEMENT 3D TURBULENT
DANS UNE POMPE CENTRIFUGE

J.F. COMBES
Dept. Machines, EDFIDER

6 quai Warier
78400 Chatou

FRANCE

Afin de rtsoudre des probltmes d'6coulements industriels dans des geometries complexes, la Direction des Etudes cL
Recherches dElectricitd de France a ddveloppd un code de calcul par 6lments finis appeld N3S. Ce code permet de calculer des
6coulements incompressibles et instationnaires 2D ou 3D en rdsolvant les equations de Navier-Stokes moyennes coupl6es au
modble de turbulence k-E. Pour pernettre de traiter des 6coulements dans les curbomachines hydrauliques, on a ddveloppd dans cc
code ie traitement de conditions de periodicit6, ainsi que ia prise en compte des termes de rotation (force centrifuge et force de
Coriolis).

Ce code est base sur une mxhode i pas fractionnaires: chaque pas de temps est decompose en une etape de convection qui
est traite par une nthode de caractdristiques, une itape de diffusion pour les quantit6s scalaires et un problime de Stokes rdsolu
grace A un algorithme d'Uzawa. La discretisation en espace fait appel & une mithode d6l6ments finis avec uine formulation mixte
pour la vitesse et la pression.

Dans cet article nous pr6sentons une at -).,cation de ce code au calcul de '6coulement dans une pompe centrifuge qui a fait
l'objet d'essais sur plusieurs boucles er .A cau, et pour laquelle de nombreux calculs en fluide parfait ont etd r6alisds. Pour le
calcul avec N3S le maillage d'un canal ..raube comprend environ 28000 atrabdres et 43000 noeuds. On a utilisd le module k-e
avec des lois de paroi. Les rtsultr ' .,I cul seront compards aux r6sultats experimentaux pour le d6bit nominal.

Abstract

In order to solve industrial flow problems in complex geometries, a finite element code, N3S, has been developed at
Electricitd de Frar.e. It allows the computation of a wide variety of 2D or 3D unsteady incompressible flows, by solving the
Reynolds-averaged Navier-Stokes equations together with a k-E turbulence model. Some recent developments of this code concern
turbomachinery flows, where one has to take into account periodic boundary conditions, as well as Coriolis and centrifugal forces.

The numerical treatment of the Navier-Stokes equations together with the k-E ones is based on a fractional step method: at
each time step, we solve successively an advection step by means of a characteristics method, a diffusion step for the scalar terms,
and finally, a Generalized Stokes Problem by using a preconditioned Uzawa algorithm. The space discretization uses a standard
Galerkin finite element method with a mixed formulation for the velocity and the pressure.

In this paper, we present an application of this code to the flow inside a centrifugal pump which has been extensively tested
on several air and water test rigs, and for which many quasi-3D or Euler calculations have been reported. The present N3S
calculation is made on a finite element mesh comprising about 28000 tetrahedrons and 43000 nodes. The k-E turbulence
modelling is used together with wall functions. The numerical results are compared to the experiments.

mcIlatur

A matrice de diffusion V vitesse absolue
B :matrice de divergence W :vitesse relative
k : Energie cintique de Ia turbulence E : dissipation
n : normale V : viscositd cindmatique
p. pression statique vt : viscosit6 turbulente
P production d'nergie turbulente p masse volumique
r :rayon (1 contrainte
t :temps : vitesse de rotation
u vitesse de frotternent

I- INTRODUCTION

La mise au point au cours des dernibres annes de codes de calcul bases sur une modtlisation de plus en plus fine des
6coulements a permis de faire des progrts importants dans i'analyse du fonctionnement des turbomachines. Pour le calcul de roues
isoldes, on est ainsi passe de moddlisation 2.5D h des calculs Euler 3D, et maintenant la simulation d'6coulements turbulents est
possible avec des codes tels que ceux decrits dans les references [1], [2], (3] et (4]. Ces d6veloppements ont port6 surtout sur Ia
modlihstion des 6coulernents compressibles dans les compresseurs et les turbines. Les turbomachines hydrauliques ont suivi cette
evolution avec quelques annes de retard: les calculis Euler 3D ne sont couramment utilis6s que depuis peu [5), [6], et tirs pea de
calculs Navier-Stokes en pompe ont WtE publids [7]; ls mdthodes numbriques utilis6es sont souvent ddriv6es de m6thodes utilis~es
en compressible (compressibilit6 artificielle).

Par contre. des caiculs d'6coulemens turbulents sont faits de faon courante depuis plusieurs ann.es en hydraulique
industrielle avec des mnthodes spdcifiques pour les 6coulements incompressibles. C'est ainsi que la Direction des Etudes et
Recherchs d'Electricite de France a developpe plusieurs codes (8], rsolvant les equations de Reynolds en 2D ou en 3D. en
differences finmes ou en elements finis, pour traiter des problemes de thermohydraulique. Parmi eux, le code N3S [9], utilisant une
formulation en elements finis. permet de calculer des 6coulements incompressibles et instationnaires 2D ou 3D en resolvant les
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6quations doc Navicr-Stokes moyenn6cs coupl~es au modtle do turbulence k-E . 1 a dtj Wt appliqu6 & des 6I6ments fixes de
turbomachines, tels qu'un diffuseur de turbine hydraulique (10]. Pour permettre de traiter des 6coulements clans les roues, on a
ddvelopp6 dans cc code It craitemnent de conditions de pdriodicit6, ainsi que la prise en compte des Lerines de rotation (force
centrifuge et force de Coiolis).

Dans cet article nous pitsentons une application de cc code au calcul de l'6coulement clans une roue de pompe centrifuge qui
a fait l'objet d'essais sur plusieurs boucles en air et en eau [11], [ 12], [13], [14], et pour laquelle de nombreux calculs en fluide
parfait ont Wt6afiss [ 15], [16].

HI- MODELISATION DE LECOULEMENT

H1-1 Equations

On se place clans le cas d'un 6coulement turbulent de fluide incompressible clans un rep~re animd d'un mouvement de
rotation uniforme. En utilisant l'hypoth~se de Boussinesq, on peut &crire les dquations de Navier-Stokes moyenn~es sous la formne:

at

o6i les deux, termes M~xWV et C12 ; reprtsentent respectivement Ilacc6ration de Coriolis et l'accdldration centrifuge.

La viscositt turbulente vt esi Mie a l'dnergie cindtique de la turbulence k et au taux de dissipation c par la relation:

Vt = CILk

k et c sont solution des deux dquations de transport-diffusion suivantes:

LE+W .VkE= ;6(v + XiV) + (,1P- E 2E
at Ge

o0i P , = w Vt- + ( repr6sente un terme de production par cisaillement.
ax, ax, ax,

Les constantes du modele lc-e sont Its constantes standard:
Cs,= 0.09 , ok =I , cre= 1.3 , Cc, = 1.44 et CC2 = 1.92

11-2 Conditions aux limites

- n entree, on utilise des conditions de Dirichlet pour toutes les variables sauf la pression.

*en sortie. la formulation variationnelle conduit naturellement A des conditions de contrainte:

On-1+ Ic awl pour Ia contrainte normale
an

pour k et E, on utilise une condition de Neuman homog~ne: A- = ay=-

-au niveau des pawois. la condition naturelle d'adhdrence conduirait A utiliser un maillage tr~s raffind et un modele A bas Reynolds
pour la modelisauion de Ia turbulence. On ur~ilise de prdfdrence des lois de paroi: en supposant la frontitre du maillage A une
distance y de la parfi, d'apr~s la loi de Reichardh, la vitesse sur cette fmonti~e est donnde par:

-11- 2.5 In (I + 0.4y)+ 7.8 1 -exp(. * )Lexp (- 03y)

oii u* reprtsente Ia vicesse de frottemenc Mie A la contrainte tangentielle a* par

-- p Us2 
, et y =: y Ii:.

v

us et y+ sont calculds ittrativement en chaque nocud de paroi 5 chaque pas de temps.

Les conditions aux liniites correspondantes pour k et e sont les suivantes:

k- U' t E-jul3
f C- K y
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- pour le calcul dans la pompe, on a suppos6 que ltcoulement est p~riodique. c'est A dire le meme clans chacun des canaux
interaubes. Aussi. le domaine de calcul correspond A un seul de ces canaux, et on applique des conditions de pdriodicit6 pour la
vitesse, la pression, k ct e stir les fronci~es lattraies.

11-3 Mithode numdrique

La mfdiode numdrique utiis&e est d6crite en ddtail clans la r6fdrence [9].

11-3-1 Discrdtisano nenc

Le code N3S utiise tine discr~tisation en 616ments finis. Pour assurer l'existence et l'unicit6 d'une solution au probl~me de
Stokes discrdtist, et dviter des modes parasites de pression, les 6l6ments retenus satisfont la solution inf-sup. On peut ainsi
utiliser des triangles ou t6traedes Pl-P2 oti Pl-isoP2, ou des quadrangles ou briques QI-Q2. Pour le calcul de M'coulement clans
la pompe S HF. on a uitiuist des t~tabdres P1I-isoP2 A 10 noeuds, dans lesquels la vicesse, k ctcc sont discrdtisds de faqon lindaire
par sous-6l6ment, et la pression de faion lineaire. La pression est continue d'un dlement A Ilaucre.

11-3-2 Discrtfisatn encen

La rtsolution des 6quacions de Reynolds et des dqutiaions du modtle k-c est basee sur tin schema A pas fractionnaires; A
chaque pas de temips on r6soud successivement les dtapes suivances:

Convection

Les terrnes non lin6aires de convection sont traites par tine m6thode de caracteristiques: pour rdsotidre Hqtiation type
ac ac-

-+ - Sc ,o6i E reprdsente Ia vitesse, k oi c, W ' la Vicesse ati pas de temps precddent et S, tin terme source, on calculeat ax
entre tn et tn~l la cotirbe caractdristiquc - crajectoire des particules flttides - passant, par le noctid i ati temps t"+I, ct on inttgre
l'&uation prdcedente Ic long de ceue cotirbe par tine m6thode de Runge-Kucta. Cette mdthode explicite est inconditionnellement
itable clans Ie cas oo il ny a pas de tcrrne source. Par concre, tin traicement semi-implicite des termes sources du modele k-c a dtd
rendti ndcessaire pour assurer Ia robustesse du sch6ma.

Diffusion

apres IMape de convection, Ics dquations pour k cc E petivent se mettre sous la forme:

= ; par(e + V );FC n.i

la isctfiaton ar nemdthode de Galerkin (GFEM) de cecce 6quation implicite conduit it tin syst~me lin6aire qui est r~solti par
unem~todedegradient conjugu6 preconditionne par tine decomposition incomplete de Cholesky (ICCG).

les 6qtiations de Navier-Stokes deviennent a"rt Itape de convection:

ax,

elles ne comportent pas les termes correspondant A la rotation: le cerme de Coriolis petit etre traitt comme terme source de
IMquation de convection et la force centrifuge est prise en compte en rajoutant la pression en post-craitement Ia quantitd pf,2r

Apits discrdtisation par Mlmcnrs finis (GFEM). on obtient tin systtmc mat-iciel de Ia formne:

A W + Bt P = S
B W = 0

en eliminant la vitesse encre ces deux &Itiations, on obtient le systtme en pression suivant:

( B A- Bt )P = B A-IS

quu est resolt par tin algorithme d'Uzawa. preconditionnd de faqon A assurer tine convergence rapide.
Les conditions aux Itmaces - parois, pOriodicitd - sont prises en compte par 'iantermddiazrc d'un opdrateur de projection.
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III- CAS TEST :PONIPE SIIF

111-1 Prksentation

Depuis plusicurs arndes. la Socit6 Hydrotechniquc de France (SHF) consacre un effort important A l'6tude du
fonctionnement a debit partiel des turbomachines. Dans ce cadre, le sous-groupe de travail 1-cf de la SHF a conduit un double
programme de recherche. expdrimental et Lhdorique. Cest ainsi qu'une g~omdtrie de pompe centrifuge a di d6finie, deux maquetics
onL di rdalis~cs et essay&s. et des calculs ont di effectuds 5 plusicurs debits avec: des moddlisations diffdrentes (quasi-3D, 3D
Eu ler. couches limites) [ 15], [16]. [17]. Des essais en air ( 11], [ 141 ont di r~alisds sur une maquette de diarritre 516.8 mm A
['ENSAM de Lille, et des essais en eau sur tine maquette de diam tre 354.4 mmn A LINSA de Lyon [13], A l'Ecole Polytechnique
F~drale de Lausanne et dans le laboratoire de la Socitd HYDROART AMilan. Les caiact~ristiques de la pompe SHF sont
repzidscntdcs sur la figure 1.

No Cr c'ubes = 7 7Sf

=C, 1 12M /s A c W\.,

rac6)

nale 3 1 mn-P L

oa~ C 1* 200) Lr/mn C

R =140

Fizurc 1:Vue mdridienne et caractdristiques de la roue SHF

MesAm

Des mesures ddtailles de champ de vitesse dans [a roue et le diffuseur ont di rdalisdes a lINSA de Lyon sur la maquette en
eaui, grAce A un syst~me de vdlocimdtrie laser Doppler A deux composantes [13]. Les mesures ont Wt effectu~es pour 5 d~bits;
diffdrents, 3 positions radiales dans la rouie, et 5 dans le diffuscur. Pour chaque scCtion,il y a une quinzaine de relev~s de vitesse. La
pompe essay~e A [INSA comportait tin diffuseur de 6 aubes.

Nous comparons rdgalement les rdsultats de calcul A des mesures danis le diffuseur lisse de la maquette en air essay&e A
['ENSAM A Lille[ 11], [ 14]. Dans cc cas. la vitesse a did mesurde A ['aide d'une sonde A 4 trous pour 4 positions radiates et. plusietirs
positions circonf~rentielles.

Les diffdrentes positions radialcs retenues pour Ia comparaison entre mesures et calcul sont les; suivantes:
INSA: RJR2 = 0.818, 0.978, 1.045
ENSAM: R/R2 = 1.039, 1.194

111-2 Calcul de I'Ocoulement dans la pompe SHF

Maillage

Le domaine dc calcul correspond A la rouc SHE. avec A1 tamont tin tronqon dc tuyautcric droite ct A I'aval tin diffuseur lisse de
djamtvc 500 mm (RIR2 1.25). En utitisant des conditions de pdriodicitd. on n'a maillk quc I R dc cc domaine.
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Figure 2 Vue en perspective du maillage

Le maillage en 6l6ments finis a ft r~alisd de la fagon suivante:
*maillage strucutur en H (14J-K) du domaine de calcul.
*remaillago! 1D en triangles d'une surface I=Cte A I'aide du logiciel I-DEAS de SDRC. en concentrant les; mailles pr~s du bord

d'auNue et tiu bard de fuite.
*report de la topologie de ce maillage sur toutes les surfaces I du maillage initial.
-constitution d'un maillage 3D en prismes et red~coupage de chaque prisme en trois t6trabdres.

Le maillage final ,repr~seritt str la figure 2, comprend 28080 6l6ments tdtra~driques et 43206 nocuds. 11 a dtd constitud de
fagon A ce qu'il y ait correspondance deux A deux des faces d'6lments et des noeuds stir les fronti~res de p~fiodicitd.

Conditions aux limiles

Le calcul est effectut aui debit nominal (0.1118 m3/s) sans prerotation A l'amont. Le nombre de Reynolds bast stir la vitesse
d6bitante et Ie diamttre d'entr~e est alors voisin de 650000. L'6coulement est turbulent.

Les diff6rentes conditions aux limites sont let suivantes:
- en entr&e, on impose les trois composantes de La vitesse relative, ainsi que k et c, correspondant & tin profil turbulent 6tabli dans
la tuyautenie amont.
- stir moutes les surfaces solides, on utilise des lois de paroi. On prend ainsi en compte le frottemznt stir les parois fixes dans le
reptre en rotation - aubes, moycti, carter - et l'entrainement par les parois mobiles dans ce rept-re - tuyauterie amont et diffuseur
liuse.
- en sortie, on a essayd diff6rcns types de conditions aux limites - contraintes normale et tangentielle impos6es, condition de
Neuman stir la vitesse, ... Les rdsultats pr6sentds correspondent A tine pression statique contstante sur Ia frontibre aval.
- en chacun des points des frontitres lattrales, on impose des conditions de p6riodicit6 pour la vitesse, Ia pression, k et E.

Le calcul complet a dtl rdalis6 de Ia fagon suivante:
- maillage en prismes stir station de travail HP 9000 suivant la proc~dure indiqu~e ci-dessus.
. v~riftcation et enrichissement du maillage initial (d6coupage en t6tra~dres, creation des nocuds milieu d'ar~tes), introduction des
conditions aux limites, constitution des fichiers d'entrde de N3S: passage du progamme STBN3S sur CRAY-YMP.
- calcul de ldcoulement avec le programme N3S. Le calcul a durd environ 10 heures stir CRAY-YMP avec tine occupation
mndmoire de 8 Mmots.
-exploitation des rdsultats A l'aide du logiciel GRAFN3S stir IBM 3090 ou station de travail HP9000.



Dans le cadre du giroupe de travail de la SHF, l'dcoulcincnt clans la poinpe a did calculd Iaide de nornbrcux programmcs dc
calcul (quasi-3D. Euler 3D. couches limites, 6coulements secondaircs) par une dizaine d'organismes europ~ens (15]. Nous
comparons ici les rdsultats du calcul N3S avec des calculs en fluide parfait r~alisds avec un code d'6oulement potenbel 3D en
616ments finis [16]. Ces r~sultats sont repr~sentatifs de lensemble des calculs en fluide parfait rdalisds sur cette g~omdtrie.

IV- RESULTATS

L'allure g~ndrale de I 6coulement clans la pompe calculd avec N3S correspond aux champs de vitesse relative et de pression
statique repr~sent6s sur 1,s figures 3 et 4 pour deux canaux interaubes consdcutifs. Ces champs sont donnds sur un plan
perpendiculaire A l'axe coupant Ia pompe 6 z = - 0.0 12 m (carter: z =- 0.0 1 5m, moyeu : z = 0.0 15 in). Les points figurant sur la
figure 4 indiquent les positions radiales o6i les calculs ont did compards aux mesures : les points A et B dans Ia roue. C et D clans
Ie diffuscur. Ne disposant pas de mesures de pression clans la roue, la comparaison avec les mesures na port6 que sur les champs do
vitesse. La representation du champ de pression semble cependant correcte et tri-s proche du calcul en fluide parfait.

A: R/R2 = 0.818
x x B : RAU =0.978

Fivure..3 Vitesse relative sur un plan orthogonal A l'axe FigureA.4 Pression statiquc.

Sur les figures 5 et 6 on a repr6sent l'dvolution de la vitesse radiale et de la vitesse tangentielle moyenn6es sur un pas, entre
Ic carter (z= -0.15 mn ) et Ie moyeu (z = 0.15 mn) pour les quatre rayons A, B, C et D. On note un ban accord sur les profils de
vitesse radiale avec Ics mesures en tau et en air. La vitesse radiale mayenne dans Ia roue est presque uniforme avec une; ldg~e
remontic le long des parois. Dans le diffuseur, le profil de vitesse radiale bascule progressivemenh avec une survitesse au carter et
une sous-vitesse au moyeu, pour auceindre pr~s de Ia sortie du diffuseur lisse. une zone de recirculation. Ce phtnommne est plus
accentud dans; le cas des mesures; en air A IENSAM Lille oiz le diffuscur dtait ldgtrement plus large. Maroui [14) avait observd le
mbne comportemenh pour cette pompe, en calculant l'&coulement clans le diffuseur A laide d'un modtle de Senoo [ 18].

L'accord est correct dgalernent pour les vitesses tangcntielles, clans Ia roue et en entree de diffuseur o6i Ie calcul donne des
rtsultats interrridiaires entre les deux mesures. Par contre, dans la zone de sortie du diffuscur, Ia valeur calculee est surestim6e, sanis
doute b cause d'un choix de conditions aux limites en sortie inadaptd: 1'6coulement possede en etfet une trts forte composante
tangentielle et la vitesse radiale est nagative clans la zone proche du moyeu. Le calcul en fluide parfait donne en sortie des vitesses
radiae elt angentielle uniformes, mais avec un niveau correct de vitesse tangentielle. On peut noter 6galement sur Ia figure 6
l'inversion entre la roue et le diffuseur des prof ils de vitesse tangentielle au niveau des parois; cci effet correspond au changement de
,tftreniel: Ia vitesse de paroi vaut fQr dans; Ia roue et 0 dans le diffuseur.
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Figure.5i7 Vitesse radiale inoyennee stir tin pas Figur[ 6 * Vitesse zangentielle moyenn6e stir tin pas

Les figures 7 A 10 donnent l'6voluzion stir un pas do Ia vitesse radiae et die la vitesso tangentielle pour los deux rayons A et
B, en des points de mesure proches dui mayeti ct du carter (z = - 0.0135 mn et z = 0.0135 in). Prts du moycti, comme pour la plus
grande partie de la largeur du canal, on a tine bonne correspondance enre los mesures et los caictils en fluide parfait et en fluide
visquetix, bien quo ]a vitesse tangentielle aui niveau du bord de fuite soit surestimee par les: calculs. L'6volution rapide de la vitesse
relative sur la face en pression entre le point A et le bord do fuite est bien prfduze par les deux codes.

On observe tin comportement tout A fait diffdront dans la zone proche dui carter. Alors qtie lo calcul on fltide parfait fotirnit la
mtme tvolutdon quo dans le reste dui canal, los mesures et Ic calctil avec: N3S montrent tin comporternent do type sillago darts le
coin situd enre lc carter et Ia face cn depression. A cc niveati, Ia vitesso relative est tr~s ralentie (vitesse radiale plus faible et
vitesse tangentiello pltis Clevee), ct on observe tin basculement compict du profil do vitesso radialo aui niveati dui bord do ftiite (point
B), le debit so reportant vers: ]a face on pression potir compenser le deficit do vitosse radiale stir Ia face en depression. Cette zone de
sillage correspond A tine zone do pernes importantes comme le montro la figure I1I oii sont reprtentes los courbes iso-prossion
totale relative aui niveau do la section A stir detix canaux intoratibes constcutifs.

V- CONCLUSION

L'tcoulement turbulent darts tine pompe centrifuge a Wi calctild A laide du code atix elements finis N3S. Le calctil a did
rdalisd A dtbit nominal, en utilisant le modee k-e standard et dos lois do paroi relatives aux parois fixes ci mobiles. Los resultats
ont ~t compares A des calculs; en fltiide parfait et I dos mesuros do vitesso par v6locimrtie lase darts la roue et darts lc diffusetir stir
tine maqutiee en eaui A 1INSA do Lyon et par sondago darts le diffuseur stir tine maquette on air A L'ENSAM do Lille. Los champs do
vutesse calcuies avec N3S sont en bon accord avoc 1expdrience, meme darts los zones o6 le6coulement est fortemoent perturbe par los
effets visqtieux - recirculation en sortie do diffuseur c6Cd moycti, et zone do sillago dans Io coin entre le carter et Ia face en
d~pression. La prddiction do l6coulement est alors bion meilleure qulon fuide parfait.

Conte promi~re simulation do IRcotilement turbtilent dans tine ratio do pompe ost donc tr~s encaurageante et pormet d'augtiror
do bons r6sultats dgalemnent A ddbit partiel dans los cas o6i los calctils on fltiide parfait no sontipltis reprdsentatifs. Les prochains
tidveloppements cancernent l'anilioration des modes do tuirbulence 0t dos lois do paroi. et tine diminution des temps do calcul. La
validation se poursuivra A d~bit partiel et sur datitres geometries.
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Discussion

C. HAH, NASA LEWIS, U.S.A.
For the exit boundary condition, do you fix static pressure at the exit plane? How is the

total mass flow rate set for the numerical solution?

AUTHOR'S REPLY
At the exit, uniform values for the normal and tangential stress components are fixed. It

corresponds approximately to a uniform static pressure. The mass flow rate was constant all
over the calculation. It was determined by the imposed inlet velocity distribution.

J. MOORE, VPI, U.S.A.
With your Navier-Stokes code, how well did you calculate the head rise, the efficiency, and

the slip factor of the impeller? May I also make a comment about flow in your vaneless diffuser.
If you go to larger radius ratios, you will probably find it easier to satisfy the exit flow boundary
condition in a constant area vaneless diffuser. This will reduce the tendency to reversed flow in
the radial direction due to separation on the diffuser walls.

AUTHOR'S REPLY
Thank you for your comment. The radius ratio was chosen according to the measurements

in ENSAM Lille. The comparison with experimental results was done at present only for
velocity fields. It will be pursued for pressure and efficiency at nominal and partial flow rates.

H. WEYER, DLR, GERMANY
The Navier-Stokes-calculation - in good agreement with experiments - differs considerably

from Euler results. There is obviously a jet-wake flow within the impeller (due to separation) as
the experiments confirm. Does the Navier-Stokes-calculation present the separation? What did
you do for modeling?

AUTHOR'S REPLY
There was no special modeling for the separation zones. In the wake region, the radial

velocity goes down nearly to zero, but no reverse flow was found.
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SUMMRY described in a previous AWN paper (Wf 1)
and blading aerodynamic and beat transfer

In recent year3 inprovements in algorithm measurmnts in Ref 2. The blade design is
and computing power have allowed the regular illustrated in figure 1. 7a design features
use of three-dimnsical viscous flow a variation of exit flow angle along the span
programs to analyse the flows in turbines. and a curved tangitial stack of the trailing
Before these program can be used with edge to control seocndary flows by setting up
confidenc by the turbine designer, however, spanwise pressure gradients. At the design
they must be validated by cnpar3ison with condition the exit Ich rnzter is 1.05 and
high quality experimental data taken at the Pynolds number (based on exit conditions
realistic conditions. and axial chord) is 1.73 x 106. The original

ngv was designed for cylindrical eneals,
A transonic turbine ndzzle guide vane has but as part of an investigation of potential
been tested in an annular cascade with two inprovealts to the turbine efficiency,
different eraell geometries. The measure- profiled hub shapes were also considered.
ments were taken at engine-representative
flow conditions and include surface static The blading design has been tested with two
pressures and a downstream area traverse of of these endcall shapes, which are her
total pressure. termed the be h and S-bend profiles

(see figure 1). The aim of these endwsll
The flow through these geumetries has been shapes was to reduce the seondary effects
modelled at the test ccditions using a by re-energising the flow near the endsl.
three-dimesional viscous flow program. The The distribution of curvature, and hence the
effects of different mesh densities and two local acceleration provided to the flow,
turbulence models have been studied, varied between the two designs.
Predictions of secondary flow and loss have
been obtained and are compared with the 3. THE ILPC FACnILITYexqerlxam~tal measurenens. The Isentrcpic Light Piston Cascade, or IPC,
1. f? CICN (Bef 3) is a short duration facility designed

to allow high quality heat transfer and
The use of three-dimersional viscous flow aerodynamic measur ments to be taken for a
program to analyse the flow in turbo- full-size annular cascade of turbine vanes.
machinery blade passages has becore wide- Its design and operation has been described
spread in recent years. In general these in an AGRAr paper presented in 1985 (Ref 3).
methods are currently used to analyse exist- A major extension of the facility, to enable
ing designs or to check specific features of heat transfer data to be taken from a
a now design in the final stages of the rotating rotor mnted dcwstrean of the
design process. If these methods are to nozzle row, has been designed and will be
realise their full potential for radically installed in 1991. 7be aerodynamic cindi-
improvin turbomachinery design they mist be tins ustrem of the cac, to match the
used much earlier in the design process. engine parameters of exit Nbch madber,
This requires the designer to have confidence aynolds number and gas-to-wall tatperature
in the capability of the program and also a ratio, are obtained by the isentrcpic
good understanding of the effect of the ooamression of air in a large pump tube.
available options, such as mesh size and This compression is performed by a free
density, or different turbulence models. piston driven along the tube by high pressure

air. when the correct conditions are
To help prove this confidence, a turbine achieved, a fast-acting plug valve opens
nozzle guide vane (rv), designed for allowing the air to flow through the cascd
transonic flows, has been tested in annular giving steady operating conditions for
cascade form with two different endwall approximately 0.5 second, during which tine
shapes in the Isentropic Light Piston Cascade aerodynamic and heat transfer data can be
(IiPC) facility at RAE Pyestock. The same aquired.
nozzle geometry has been analysed using a
three-dimensional viscous flow program with For this series of tests the instzumentatin -
different meshes and turbulence moels. This conisted of static pressure tappings at a
paper reports the results of these ccmputa- total of 188 locations on the vane surfaces
tions and makes comparisons with tho 3_xperi- and endwalls. An area traverse of total
mental results, pressure was performed on a plane 0.2 axial

chord downstream of the trailing edge. This
2. THE NGV DESIGN was built up fron a series of 27 circuferen-

tial sweeps at different radii, each sweep
The nQv tested was designed at the Royal requiring a separate run of the ILPC
Aerospace Establishment as part of a high facility. The circurferential extent of a
wcrk capacity, high blade speed turbine known sweep was approximately 1.5 vane pitches. As
as the High Rim Speed Turbine. The design it was desired to traverse through two vane
philosophy and test performance have been wakes on each sweep and the vane wakes were
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significantly curved, regular adjustment of and also near the leading and trailing edges.
the location of the traverse mechanisn was For the belmouth exrdall shape a limited
necessary to produce a full area traverse. investigation of mesh distribution was
As a result, producing the area traverse took performed by varying the refhinent at the
a considerable tine and so was done for only leading and trailing edges for the same
one endwall profile, the bellnouth profile. overall number of mesh points. Results fron
Results reported previously for the cylindri- all the different nesh densities and distri-
cal en all geometry (Ref 4) were obtained butions are presented.
with a three-hole probe with high-response
transducers mounted near the tip. These The convergence of the program i.s accelerated
results suffered from a high degree of noise, using a multigrid algorithm. Previous
much of it aerodynamic. For the current experience indicated that good convergence
series of traverses a modified probe configu- was obtained after 2000 tine steps and so
ration was used. This configuration had this number was used for the results presen-
three transducers with lower frequency ted here. At this point the nrs value of
response mounted 500 mm from the probe head. axial mnmnttum residue was 2.6 x 10-' on Nesh
This distance between the probe head and the 4. The program was run on a Stardent 1500
transducers appears to danp out the aerody- mini-supercamputer and 2000 time steps on
namic noise effectively while providing neh 4 required approximately 48 hours of cpu
enough response to capture adequately the tine.
vane wakes. The natural frequency of the
system is now approximately 400 Hz. 5. W.SH C ARISMN

The manner of operation of the traverse The four meshes employed for modelling the
mechaniam presented sane difficulties when bellmouth profile are compared in figures 3
measuring near the hub. To overcome these and 4. The different mash refinements at
difficulties two different probe tips were leading and trailing edges and near solid
used: a straight tip for the traverses above surfaces resulted in the mash spacings shown
mid-height and a "swan-necked" tip for those in table 1. The endwall boundary layer at
below (figure 2). By using these two probe the first plane, one axial chord upstream of
tips it was possible to traverse to within the leading edge was set to have a thickness
7.5% vane height of both endwalls. of 6% annulus height. This resulted in 6

points in this inlet boundary layer for
4. ANALYSIS METHOD meshes 1 and 2, and 8 points for nshes 3

arK!4.
The method used to analyse the flow is the
three-dirmensional viscous flow program of The mid-height distributions of isentrqpic
Dawes (Ref 5). This solves the unsteady Mach number predicted with the different
Reynolds averaged Navier Stokes equations for meshes are compared in figure 5. The main
a steady solution using an implicit time variations occur on the pressure surface
marching algorithm. Turbulent stresses are between the leading edge and 60% axial chord
modelled using an eddy Viscosity concpt. (Cax) and on the suction surface at about 60%
Two fonrulations of eddy viscosity are Cax. The latter feature corresponds to the
available: an algebraic method due to Baldwin inpingmnt of the trailing edge shock on to
and Lomax (Ref 6) and a one-equation nmhod the suction surface and the differences are
patterned after that of Birch (Ref 7). The probably due to the different modelling of
latter model includes an additional transport the trailing edge flow with the various
equation for turbulent kinetic ergy which mashes. This shock is modelled best with
is solved using a space- marching algorithm. mash 4, which has the fi spacing at the
In the Baldwin-Lomax model laminar-turbulent trailing edge. Contours of Mach number near
transition is mdlled by specifying loca- the trailing edge are illustrated for mashes
tions for the start and end of transition on 2 and 4 in figure 6. Te prassue surface
both suction and pressure surfaces. A value bourdary layer upstream of the trailing edge
of inteumittency is then calculated for each is ocnxisibly thinner with the finer mesh
mash point by linear interpolation betwee leading to delayed separation and higher peak
these specified transition locations. For Mach number at the trailing edge. This
the current series of calculations tran- produces the stronger shock evidt where it
sition on the suction surface was set to impirges on the suction surface. On the
start at 25% axial chord (Cax) and end at 60% forward pressure surface the isentropic Mach
Cax. The corresponding figures for the number is higher with the finer mshes than
pressure surface were 40% and 90%. The the coarser. The differmces aear to be
one-equation method models transition through associated with the finer cross-stzeam mesh
a low Reynolds number damping term. rather than the axial refinsart, su gesting

that they are due to the inproved modelling
Spatial discretisat ion is achieved using a of the pressure surface boundary layer as a
sheared, cell-centred H-mesh. Two different result of the finer spacing of meshes 3 and 4
densities of mesh were employed; calculations in this region.
with meshes 1 and 2 used 25 points circum-
ferentially, 25 radially and 89 axially, a Figure 7 cOMFUars the secondary flows near
total of 55625 mesh points, while those with the suction surface for mashs 1 and 4. The
meshes 3 and 4 used a 33 x 33 x 119 mesh manner in which the er ll crossflow was
(129591 mesh points). In each case the mash swept onto the suction surface can be clearly
was refined considerably near solid surfaces seen in both cases. The finer mash (4) has
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resolved two separate points of impingent 7. GMPARISCN WITH EXPERMETN
onto the suction surface for each erdwall at
approximately 50% Cax and 85% Cax with the The total pressure traces obtained fra the
flow nearly parallel to the endll betwen centre hole of the three hold probe for the
the two. The coarser mesh has modolled the rinent al sweeps at 10% and 50% vane
first impingement very similarly to the finer height a le shown in figure 11. A sall

rmesh but has not picked up the secod. amunt oi* smoothing has been applied to the
traces to rmove some high frequency noise.

The deaeopaent of mss-averaged loss nfgr The vane wake. can be seen clearly in both
the passage is shown for ach mresh in figure plots, the wake at 50% height being consider-
8. The results from the finer meshes have a ably wider than that at 10% height. Also
lower overall loss than those from the evident are sciw, oscillations in the traces
coarser meshes reflecting the improved between the wakes. These are due to fluctu-
modelling of the blade and endwall boundary ations with time in the total pressure up-
layrs with the finer mashes. Also they strew of the vanes arising fran piston
exhibit a more realistic growth of loss velocity variations during the operation of
through the blade passage; the loss with the the rig. Because of the maner in which the
coarser msshes grows fron the leading edge to traverse is perfomed, a variation with tine
about 30% Cax, then diminishes before growing appears as a variation with position when the
again towards the trailing edge. At the trace is plotted. These oscillations can be
trailing edge mash 4 shows a very rapid largely removed by further analysis to allow
growth of loss with little further growth for the variation in upstream total pressure;
downstream whereas the other results, the results at 10% and 50% height after this
particularly meshes 1 and 3, show less growth ackiitional processing are shown in figure
at the trailing edge but sig-nificant further 12.
growth downstream. This is attributed to the
increased mixing of the flow at the trailing The individual experimental sweeps, after
ecke with mesh 4 due to the finer mesh processing, have been oombined to form a
spacing in this region. The total losses at cumplete area traverse and contours of total
the exit plane (1.0 axial chord downstream of pressure are shown in figure 13 together with
the trailing edge) for meshes 1 and 4 are the predictions using both turbulence models
0.081 and 0.052 respectively. on mesh 4. The predictions both show wakes

which are wider at mid-height than near the
Contours of total pressure on a cross-strem erxba . The wake in the prediction with
plane at 120% axial chord are compared for the one-equation model is wider (23% pitch at
all four meshes in figure 9. The distinctive mid-height) than that with the Baldwin-Lcarx
curved wake is due to the curved trailing model (20%); the experimental results show a
edge and the radial variation of exit angle. wake which is slightly wider than either
In each case the peak loss (minimum total prediction (25%). The cre-equation model
pressure) occurs in a thick region around predicts a similar deficit of total pressure
mid-height, the level of this peak loss being in the centre of the wake to the experimTental
similar for all the meshes. Mashes 1 and 4 value but the Baldwin-I-cax model does not
give narrower wakes than (respectively) capture the full deficit. In comon with the
mashes 2 and 3 suggesting that the finer mesh experimental results neither prediction has
in the trailing edge region has changed the identifiable regions of secondary loss though
modelling of the flow in the mixing region the Baldwin-Icmax results do exhibit saw
downstream of the trailing edge. Also, the thickening of the wake near the hub. The
wake with mesh 4 is narrower than with meshi t experimental results show greater curvature
indicating that the improved modelling of t of the wake near mid-height and a more acute
suction and pressure surface boundary layers angle between the wake and the endwall,
due to the finer near-wall mesh has resulted particularly near the tip, than either pre-
in thinner boundary layers being predicted at diction, with again the one-equation mxlel
the trailing edge. giving a slightly closer result.

6. TURULC PMEL CCARISaN 8. CGMPARISN OF END LL PRCIES

The above results were all produced using the Measurments of surface static pressure were
Baldwin-Laex turbulence model with the taken for both the belimouth and S-bend
specified transition locations. Calculations enwall profiles. These are shown on figure
have also been perfonmed using the one 14 in the fom of isentropic Mach
equation turbulence model on mashes 1 and 4. distributions at 10% and 50% span, together
The developrent of the mass averaged loss with predictions for both endwall profiles,
along the vane passage is compared for these using mesh 1 spacings. At 10% span the
irushes with both turbulence models in figure S-bend hub profile has increased the Mach
10. There are only small differences between number on the early part of the suction
the results with the two turbulence models, surface and slightly increased the strength
particularly with the coarser mesh. This is of the shock at approximately 70% Cax. The
consistent with the findings of Dawes (Ref 8) effect on the pressure surface is small. At
which he attributes to most of the loss being 50% span there is very little difference
generated very close to solid surfaces, between the two sets of experimental results,
within a laminar sub-layer region which is though the S-bend does still have a slightly
common to both models. higher Mach nmber over the early suction
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surface. Each of these differences has been. Turbine", ASHE Paper 89-GT-228.
well modelled by the flow program, though
neither prediction captures the full shock 3. A. J. Brooks, D. E. Colbourne,
strength. The effect of the endwall profile E. T. Wedlake, T. V. Jones, M. L. G. Oldfield
on the predicted secondary flows is illus- D. L. Schultz and P. J. Loftus, "The
trated in figure 15 by the velocity vectors Isentropic Light Piston Annular Cascade
near to the suction surface. It appears that Facility at RAE Pyestock", AGARD CP-390, 1985
the passage cross-flow on the hub impinges on
to the suction surface slightly further down- 4. G. C. Horton, "Secondary Flow Predic-
stream with the S-bend profile but that it tions for a Transonic Nozzle Guide Vane",
does so at a greater angle resulting in a AGAPD CP-469, 1990.
greater spanwise extent of the vane being
affected by the secondary flow. The effect 5. W. N. Dawes, "A Numerical Method for
on the losses is small as is shown by the Analysis of 3D Copressible Flow in
contours of total pressure on the plane at Turbine Cascades; Application to Secondary
120% Cax in figure 16. There is very little Flow Development in a Cascade With and With-
difference between the shape of the vane out Dihedral", ASME Paper 86-GT-145, 1986.
wakes or the total pressure deficits for
either endwall profile. The total loss is 6. B. S. Baldwin and H. Lomax, "Thin
0.081 of exit dynamic head for the bellmouth Layer Approximation and Algebraic Model for
profile and 0.084 for the S-bend. Separated Turbulent Flows", AIAA Paper 78-257

1978.
9. Ct]NCIWSICNS

7. N. T. Birch, "Navier-Stokes Predic-
A transonic turbine nozzle guide vane has tions of Transition, loss and Heat Transfer
been tested in an annular cascade facility in a Turbine Cascade", ASME Paper 87-GT-22,
with two different endwall profiles. Vane 1987.
surface static pressures have been measured
and a traverse of the total pressure field 8. W. N. Dawes, "A CoRparison of Zero and
downstream of the trailing edge has been One Equation Turbulence Modelling for Turbo-
performed for one of the profiles. machinery calculations", ASME Paper 90-GT-303

1990.
The new area traversing technique has given
good results. It has been found necessary to
process the results to remove the effect of Cpyright
piston oscillation. ©

Controller M490 London
The Dawes three-dimensional viscous flow 1991
program has been used to model the flow
through the nozzle. A variety of mash densi-
ties and distributions have been investigated
as have two different turbulence models.
Good agreement has been obtained for the
pressure distributions and realistic second-
ary flows have been predicted. It was found
that the finer mshes gave better predictions
of the static pressure distributions and
reduced levels of loss as a result of the
improved modelling of the vane surface
boundary layers.

The different turbulence models were found to
have little effect on the predicted overall
loss though there were differences in the
distribution and the shape of the vane wakes.
The one-equation turbulence model produced
wakes which had similar levels of total
pressure deficit to the experiment and had a
more similar shape than those with the
Baldwin-lnmax algebraic model.

REFERENS

1. R. C. Kingcambe, J. D. Bryce and
N. P. leversuch, "Design and Test of a High
Blade Speed, High Work Capacity Transonic
Turbine", AGAFD CP-421, 1987.

2. R. C. Kingcibe, S. P. Harasgama,
N. P. iAversuch and E. T. Wedlake, "Aero-
dynamic and Heat Transfer Measuureents on
Blading for a High Rim-Speed Transonic



19-5

Mesh I Mesh 2 Mesh 3 Mesh 4

Axial spacing at leading edge (% axial chord) 0.36 0.43 0.30 0.10

Axial spacing at trailing edge (% axial chord) 0.36 0.43 0.30 0.10

Spanwise spacing at endwall (% blade neight) 0.39 0.49 0.24 0.24

Tangential spacing at blade surfaces (% pitch) 0.39 0.39 0.24 0.24

Table 1. Mesh spacings for different meshes

Leading Trailing
edce edge

Mid-height "Bellmouth" hub profile
section

Tip

Suction Pressure
surface surface

S-Bend" hub profile

Hub
Trailing edge

tangential stack

Fig 1. Illustration of ngv design
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Meh es

Mesh 3Mesh 4

Fig 4. Details of mesh near trailing edge
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Fig 6. Contours of Mach numoer near trailing edge
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Mesh I -300m/s

Mes 4 30m/

Fig 7. Suction surface flows with meshes I and 4
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Fig 8. Development of tutal pressure loss with different meshes
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Fig 9.Contours of total Or-essure on a olane at 120% axial cmorj

Comoarison of results with different meshies
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Fig 10. Development of total pressure loss with different turbulence models
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Fig 12. Total pressure traverse sweeps after processing
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Fig 13 Total oressure contours on a plane at 120% axial chord

Comparison of different turbulence models with experiment
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Beilmouth
Isentrop 1c Isentrop ic
Mach number Mach number ___S-bend

X Beilmouth experiment
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Fig 14. Mach number distributions with different endwall profiles
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Fig 1 Suction surface flows with bellmoutni anc S-nend huo profiles



19-14

-0.92

bellmouth nub 0.89
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Fig 16, Total pressure contours on a plane at 120% axial chord

for bellmouth and S-bend hub profiles
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Discussion

F. BASSI, UNIV. OF CATANIA, ITALY
How did you measure three-dimensional flow field with a three-hole probe? Did you neglect

the radial component of velocity?

AUTHOR'S REPLY
The results that I have presented are derived from only the center hole of the three hole

probes. The probes have now been fully calibrated and further analysis will be possible. We are
not able to measure the radial component of velocity with the three-hole probes.

K. BROICHHAUSEN, MTU, MUNCHEN, GERMANY
Could you give some information on the rational behind your S-bend endwall design?

AUTHOR'S REPLY
Both endwalls were designed to reduce the secondary flow by using the endwall curvature

to re-energize the flow near the wall. The two different shapes were considered to inve~tigate
whether the probable advantage of the greater curvature of the S-bend profile was outweighed
by the probably disadvantage of the higher peak Mach number.

C. HAH, NASA LEWIS, U.S.A.
1) Did you compare the measured loss to the calculated values?
2) What is exit Mach number?
3) Do you expect any trailing edge shock?
4) Further refined grids might have to be used to study grid dependence of the solution. Is

the trailing edge shown in Fig. 4 the real geometry?

AUTHOR'S REPLY
1) The area traverse did not include the endwall boundary layers so it was not possible to

compare the total losses.
2) The exit Mach number is approximately 1.05 to 1.10.
3) I expect a weak trailing edge shock.
4) Further refined meshes have been used but not on this geometry. The correct trailing

edge has a round geometry.

D. HOBBS, PRATT & WHITNEY, U.S.A.
1) What was the average loss of the straight cascade?
2) Did the S-bend results show a reduced secondary flow on the outer endwall consistent

with earlier Russian experimental results?

AUTHOR'S REPLY
1) I have not run the straight walled cascade with the finer meshes reported and do not

have a figure for a coarse mesh on hand.
2) There was a slight effect of the S-bend endwall on the secondary flow near the opposite

wall, but the main effect was on the secondary flow near the profiled wall.
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SAVINI, NATIONAL RES. COUNCIL, ITALY
From your vector plots it is apparent that there is radial motion associated with secondary

vortices, but from the total pressure contours there seems to be no loss core associated with
secondary flows. Could you comment on this?

AUTHOR'S REPLY
We believe that the strong secondary flows on the suction surface are connecting the

secondary loss cores to mid-height. This is the reason why the wakes are so wide at mid-height.

T. PRINCE, WILLIAMS INTER., U.S.A.
1) As this nozzle vane was designed to increase static pressure at hub end tip by curved

stacking, was there an effort to determine the optimum degree of curve stacking? Would such
an analysis show advantages for a more moderate degree of curved stacking?

2) What precautions were taken to establish uniformly swirling flow with a corresponding
radial pressure gradient in the measurement section, and prevent downstream plenum effects
from altering these conditions?

AUTHOR'S REPLY
1) A three-dimensional Navier-Stokes analysis method was not available when this vane

was designed, so it was not possible to perform such an optimization study. As so much loss has
been connected to mid-height, it is possible that a more moderate stack may produce benefits.

2) A second throat was installed downstream of the cascade. This was intended to avoid a
change in downstream conditions during the run but this will also have helped avoid the plenum
disturbing the radial pressure gradient at the exit of the cascade.
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Viscous Three-Dimensional Calculations of Transonic
Fan Performance
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ABSTRACT signer a shock location or surface pressure distribution
A three-dimensional flow analysis code has been used can be extremely useful. However CFD for turboma-
to compute the design speed operating line of a tran- chinery has evolved to a point where it can now pro-
sonic fan rotor, and the results have been compared vide the designer with reasonable predictions of overall
to experimental data. The code is an explicit finite performance of isolated blade rows.
difference code with an algebraic turbulence model. It In more recent literature several researchers have pre-
is described in detail in the paper. The transonic fan, sented more detailed predictions of turboniachinerv
designated Rotor 67, has been tested experimentally at performance. Davis et al. [1] predicted loss buckets
NASA Lewis Research Center with conventional aero- for 21) transonic compressor cascades. Chevrin and
dynamic probes and with laser anemometry, and has Vuillez [2] have predicted loss and exit flow angle for
been included as one of the AGARD test cases for turbine and fan cascades using the 2D code of Cam-
computation of internal flows.l'he experimental data bier et al. [3]. Boyle [4] investigated effects of turbu-
are described briefly. Maps of total pressure ratio and lence modelling on turbine blade heat transfer predic-
adiabatic efficiency versus mass flow have been corn- tions using the 2D code of Chima [5]. In 3D, Pierzga
puted and are compared to the experimental maps, and Wood [6] predicted the static pressure ratio ver-
with excelent agreement between the two. Detailed sus mass flow curve of a transonic fan using Denton's
comparisons between calculations and experiment are code [7], and Dawes [8] has predicted exit total pres-
made at two operating points, one near peak efficiency sure 'and temperature distributions in a multistage tur-
and the other near stall. Blade-to-blade contour plots bine. Adamczyk. et al. [9) investigated the effects of tip
are used to show the shock structure. Comparisons clearance on stall for the fan considered in the present
of circumferentially-integrated flow quantities down- work. and predicted pressure ratios and fficiencies for
stream of the rotor show spanwise distributions of sev- that fan. In [10) Chima used the present code to pre-
eral aerodynamic parameters. Calculated Mach nuln- dict the overall efficiency of an annular turbine stator.
ber distributions are compared to laser anemometer There are many reasons for the scarcity of turboma-
data within the blade row and the wake to quantify the chinery performance calculations in the early litera-
accuracy of the calculations. Finally, particle traces ttre. One reason is that pressure field calculations are

are used to illustrate the nature of the secondary flow relatively indepetdent of viscous effects and can be cal-
in this fan. culated with simple models. Conversely, efficiency and

loss calculations are highly dependent on viscous er-

INTRODUCTION fects and require careful attent ion to the viscous ternis,

One goal of computational fluid dynamics (CFD) for turbulence modeling, artificial viscosity, aid grid reso-
turbomachinerv is the prediction of component per- lution for successful calculation. Secondly. computers
formance, for example pressure ratio and efficiency capable of performing large viscous flow calculat ion.s

Since a small improvement in engine efficiency can have become generally available onIl recent ly. A tinal

amount to huge savings in yearly fuel costs for a flet reason is that detailed experimental data is d illich h

of commercial aircraft, turbomachnery designers art. to obtain in turbomiachinery (fle to the small size and

extremely interested in tools that give good quant.i i- high speeds oft lie compotnents involved. Experinental
tive predictions of turbomachinery performance. surface pressures are available fromi many linear and

lowever most of the CFD results for turbomachin annular cascade tests, which mnay account for inany of

cry published more than a few years ago show only the comparisons appearing in the literature. Ilowever

qualitative comparisons with exprtrieural Mac 1 con- wake surveys and loss dat a are oftei availalde for t l

tours, or quantitative comparisons with surface pr'- samne tests, but tend to be overlooked

sures, This is not to diminish the importance of thes.,, With the puiblcat ion of AGARi) Advisory lieport
results: in the hands of a rood turbonii:ichimr, d- - No. 27T5. 7 .t (as f,,r ('omp, utation of lItrmall How,
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in Acro Engine Components [11). researchers now have PT"

access to some excellent data for tile validation of CFD pnlI" + Cp
codes for turbomachinery. G = J- pOP +C(P (2)
In the present work the experimental data described by pwIV' + (,p
Strazisar, et al. in [12] and by Wood. et.al. in [11, pp. CIV' + pIV
165-213] was used to validate the 3D Navier-Stokes Again, these equations are written in a rotating Carte-
code first referenced by Chima and Yokota in [10]. The sian coordinate system attached to the moving blade.
code, RVC3D (Rotor Viscous Code 3-I)). is described, The code solves for the absolute velocity components
with emphasis on the boundary conditions and artifi- u, v, and w. which point in the x, y. and z coordinate
cial viscosity. A new 3D grid code for turbornachinery directions, respectively. The rlative velocity compo-
is also introduced. The test case, a transonic fan rotor nents u', t', and u:' are defined with respect to the
(Rotor 67, shown in Fig. 1) is described briefly, same rotating coordinate system by subtracting the
Several operating points were computed along the 100 appropriate components of the blade speed from the
percent speed line of the rotor. The computed operat- absolute velocities, giving:
ing curves of adiabatic efficiency and total pressure
ratio versus mass flow are compared to the experi- ' - u
mental data. Two operating points are examined in v =
detail: one near peak efficiency and one near stall. At
each point qualitative comparisons are made between
computed and experimental Mach number contours. The relative contravariant velocity components are
Comparisons are then made with laser anemometer by:
measurements within the blade row and across the
wake, and with conventional aerodynamic measure- +" = .u + "v'
ments downstream. Finally, particle traces are used
to illustrate the nature of the secondary flows in this
machine. WI ?I + (v' + (zw' (4)

Note that although W' = u, U' $ U.
GOVERNING EQUATIONS The energy and static pressure are given by:
The Navier-Stokes equations are written in a Carte-
sian (z,y,z) coordinate system rotating with angu- f 1 2 + 1
lar velocity Q about the x-axis. The rotation intro- [C,.T+ -(u +- w 2 )5
duces source terms in the y- and z- moienturi equa-
tions. The Cartesian equations are mapped to a gen- P h ( )" - p(u- + 1-2 + u,2)  (6)
eral body-fitted ( , q, () coordinate system using stan-
dard techniques. A C-type grid was used in the present IJsing Stokes hypothesis, A -- 2/1 the viscous flux
work, with the -coordinate roughly following the flow,
the i7-coordinate running blade-to-blade, and tile c- Fv can be written as follows:

coordinate running spanwise. The thin-layer approxi- Ft =  . 1 0. F .F. 14, F] T  (7)
mation is used to drop all viscous derivatives in tire [ ... . F
direction. All viscous terms in the cross-channel (ij,() where
plane are retained. Tire resulting equations are as fol-
lows: F, = Clj1 1? + C2 1. + CaO3(1 - C411b + C5C,

Otq+ J[Oask+ 0j'+ O(G -Rc-'(0.Jtt. + 0(Gt-)] 11f F3 = CI 0,1t'+ C2 7, +Q3 0(V- C4 71, + C5
P4 = CIO,?. + C2 7, + C30(1' - C41, + C%,

where: = lL(Ci 0,(, T) + (':Wk(C,,71)

F P' 1 +u"P2 + 14"3 + wF 4  (8)
Pu put" + GI)

q = J-E1 p E I P? ," + , and

PitI puT" + C:1' .u p .,
€ ("+ 1,"(1 = ) + ) + 1

-2 7(7ityO~ + 7), + Ij.Ou )o r ,
0 Pill" + rIl,  C3: = I rJ, + 71Y ,., + 71.

It=p-pu [ I  + .h11 C = (ro t + O(I, + (1

0, iu,,'" + 75 , + y(. i[ inJL """ -4- ,""(- #i~u+ vi li(t 9
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Terms multiplied by Cl and C2 lead to non-mixed sec- is formulated in Cartesian coordinates. For the bound-
ond derivative viscous terms like u,, while terms mul- ary conditions, coordinate systems are transformed as
tiplied by C 3-C 5 lead to mixed-derivative terms like needed using:
uC. The viscous flux vector G can be written simi-
larly by interchanging directions 71 and ( and replacing v = (vry + vez)ir

F with G everywhere. w = (vrz - voy)/r

Metric terms are defined using the following relations: Ur = (vy + wz)/r

77.r vg= (vz - wy)/r

?y CY r = Vy 2 + _2  (14)

I At the inflow boundary the total temperature, total
Y', ( - y( Z c - W~ Z(W , - y? (

J <n-I (XZ - (Z n - (? pressure, whirl, and meridional flow angle were speci-

x( nw - x(Y7 x~z( - xc R x0z - X,7z( fled, and the upstream-running Riemann invariant was

(10) extrapolated from the interior. The inlet total tem:

where: perature To was specified as a constant (standard con-
ditions). The inlet total pressure was specified as a

= (zY,,z( + X< f + X, Yconstant in the core flow (also standard conditions)
and reduced in the endwall regions according to a 1/7
power law velocity profile, with the inlet boundary

Terms like £,z,?, etc. are found using second order layer heights estimated from the experimental data
cenraslike diferenc. The foundsian scontd usieg to be 12 mm on both the hub and the casing. At
central differences. The Jacobian is comp mted using the inlet ve was set to zero, and v, was chosen to
(11) and stored for the entire grid. All other metric make the flow tangent to te meridional projection
terms are computed as needed using (10.) of the inlet grid lines. The upstream-running Rie-
The equations are nondimensionalized by arbitrary mann invariant R based on the total absolute ye-
reference quantities (here the inlet total density Por iocity Q = Vu t - bwa was calculated at the first

and the total sonic velocity co,/f were used,) and the

Reynolds number Re and Prandtl number Pr are de- interior point and extrapolated to the inlet. The Rie-

fined in terms of these quantities. The equations as- mann invariant is given by:

sume that the specific heats C. and C , and Prandt_ Q 2c (15)
number are constant, that Stoke's hypothesis is valid, - 1
and that the effective viscosity for turbulent flows may
be written as The total velocity is found from To and R- using:

Peff 
= ia

m + /Iturb (12) Q ( - 1)R- + \/2(1 - -y)(R-) 2 + 4(l + 1)C 7',
7+1

where the laminar viscosity is calculated using a power (16)
law function of temperature: The velocity components are then decoupled alge-

braically, and the density is found from P0 ,T0 , and
Plain = n (13) Q using an isentropic relation.

Mcci At the exit the hub static pressure is specified and
p,pu,pv, and pw are extrapolated from the interior.

with n = 2/3 for air. The local static pressure is found by integrating the
The turbulent viscosity Pturb is computed using an axisymmetric radial equilibrium equation:
adaptation of the Baldwin-Lomax turbulence model 2

[13] on cross-channel planes. Briefly, the model is ap- - = P = P(vz - wy) 2  (17)
plied independently in the blade-to-blade and span- dr r r

wise directions, and the resulting turbulent viscosi- A periodic C-grid was used in the present work. The
ties are added vectorally. The 2D Buleev length scale periodic boundary was solved by setting periodic flow
based on the distance from the hub and blade is used. conditions (in terms of cylindrical velocity compo-
The vorticity is calculated in the absolute frame, but nents) on a dummy grid line outside the boundary.
the wall shear and wake velocities are calculated in the Fourth-difference artificial dissipation terms are ne-
relative frame. See [101 for details on the 3-D imple- glected on the outer boundary so that only one dummy
mentation. grid line is needed.

On the blade surface and the rotating part of the hub,
BOUNDARY CONDITIONS ' = V= " = 0. The hub was specified to be
Many boundary conditions for turbomachinery are stationary 13.4 mm upstream of the leading edge and
best expressed in cylindrical coordinates, but the code 3.35 mm downstream of the trailing edge by setting
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u = v = w = 0. The tip casing was assumed to be wnere:
stationary, that is, the blade was assumed to scrape IP+, - 2P + P.-.i
along the casing with zero tip clearance. = min( IP.+ I + 2P + P-. i) (24)

Surface pressures were found from the normal momen-
tum equation. On the hub (C = 1) and tip (( (max) and subscript i corresponds to the direction, etc.

The constant pl scales a first-order artificial viscos-
(CGG + i4u + (g.).9cp + (Cryl + Yily + ( I, )'9'p ity that is useful for maintaining stability at startup.

+ ((I + ( + (2)O(p = -p[f2((, - ( 2 v)] (18) The constant P2 scales a first-order artificial artifi-

cial viscosity that is switched on at shocks detected by
On the blades (q = 1) the normal momentum equation (24). The denominator in (24) is normally constant at
can be found by replacing ( with it everywhere in (18.) the inlet pressure P,,, making the operator roughly
Surface temperatures were found from an adiabatic symmetric across shocks. The more common term
wall condition implemented as in (18) with p replaced IP,+1 +2P, + P IjI is included to switch on the second-
by T and a right-hand side of zero. difference dissipation when the pressure becomes very

small, usually due to numerical problems. The con-
MULTISTAGE RUNGE-KUTTA SCHEME stant p4 scales a uniform third-order artificial viscos-
The governing equations are discretized using a node- ity that is switched off at shocks by (23). In this work
centered finite difference scheme. Second-order cen- pl was set to 1/4 for the first 200 iterations and zero
tral differences are used throughout. thereafter, P2 = 1/2, and P4 = 1/32.
The multistage Runge-Kutta scheme developed by C is an arbitrary coefficient that can have a large im-
Jameson, Schmidt, and Turkel [14] is used to advance pact on the stability and accuracy of the solution. The
the flow equations in time from an initial guess to a subscript indicates that C may be different in each di-
steady state. If (1) is rewritten as: rection.

at1q = -J [RI - (Rv. + D)] (19) In [10] a directionally homogeneous coefficient was

used for 3D problems. To minimize dissipation in vis-

where R, is the inviscid residual including the source cous regions C was reduced to zero linearly over sevaral

term, Rv is the viscous residual, and D is an artificial grid points near walls. In [5] a directionally biased co-

dissipation term described in the next section, then efficient was used for 2D problems. The dissipation

the multistage Runge-Kutta algorithm can be written was proportional to the grid spacing in each direction,
as follows: thus reducing it across finely-gridded visccus regions.

This worked well in 2D but did not generalize to 3D.
qo = q, Martinelli and Jameson [15] proposed a directionally

q, = q0- alJAt [RI qo - (R%, + D)qo] biased coefficient that works well but can still have
large directional variations on highly stretched 3D
grids. Kunz and Lakshminarayana [16] proposed a

qk = qo- Rk modified form of the Martinelli and Jameson coeffi-

= qo - akJAt [Rt qk-1 - (Rvt + D)qo] cient: 1 ( At Atir-

+ = qk (20) = A t,?1 + +

Here a standard four-stage scheme was used, with C= I I + - t=' (25)
ci = 1/4, 1/3, 1/2, 1. For efficiency both the physical JA1t A -,I t

and artificial dissipation terms are calculated only at etc., where a 2/3.
the first stage, then are held constant for subsequent In the present work the ID time step is approximated
stages. as a length scale over a velocity scale. In general the

length scale must vary with grid spacing, but the nor-
ARTIFICIAL DISSIPATION malized velocity scale can be approximated as one, giv-
The dissipative term D in (19) is similar to that used ing:
by Jameson et. al. [14]. It is given by: A ss(

At( AS( (26)
Dq = (D + D, + DC)q (21)

Dissipation coefficients given by (25.26) seem to give a

where the c-direction operator is given by very good distribution of the dissipative terms in each
direction, and have been used throughout this work.

D~q = C (V,2 q - V4q¢( ) (22) THREE-DIMENSIONAL STABILITY LIMIT
The terms V2 and V*4 are given by: The following expression is used for the time step:

"2 = PI + P2max( +,v,.v,-) At < A

V4 = max(0, P 4 - V2) (23) - 1VI ?"l+bl"j + 2 (t + 12 + i) + Qi?2
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where: the arc length along the meridional surface, and

r is some mean radius. The GRAPE code allows
I. Ixi + 1IizI + KGI arbitrary specification of inner and outer bound-

ly = I1 + 1jYI + IcI ary points, then generates interior points as the

= I1 + I.1 + c.l (27) solution of a Poisson equation. Forcing terms in
the Poisson equation are chosen to maintain the

and A* is the maximum Courant number for the par- desired grid spacing and angles at the boundaries.
ticular multistage scheme. For the standard four-stage 4. The (m. r0) coordinates are transformed back to
scheme A' - 2.8. (z,r,0).
To accelerate convergence to a steady state the maxi-
mum permissible time step at each grid point was used 5. The two-dimensional grids are reclustered span-

giving a constant Courant number everywhere. The wise using a hyperbolic tangent stretching func-

time step was updated every 50 iterations. tion to make a full three-dimensional grid.

6. Finally the (z,r, 0) coordinates are transformed
IMPLICIT RESIDUAL SMOOTHING to (x. y, z) and stored in a standard format.
To further accelerate convergence it is desirable to use
a time step even larger than the stability limit given Figure 2 shows the 185x40x49 grid used for Rotor 67.
by (27). To maintain stability, the residual calculated The C-shaped grids used here give good resolution of
in (19) is smoothed after each Runge-Kutta stage by the round leading edge of the blade, as shown in Fig.

an implicit smoothing operator, i.e., 3. The initial grid spacing is about 0.015 mm at the
blade, 0.03 mm at the hub, and 0.045 mm at the tip.

(1 - ff 6c)(1 - C0171)(1 - ec 6
c)fk = Rk (28)

COMPUTATIONAL DETAILS
where 6[ , 6,,,, and 6¢ are standard second difference All computations were run on the Cray Y-MP com-
operators and c, e,,, and c( are smoothing parameters. puter at NASA Ames Research Center, under support
Linear stability analysis shows that the Runge-Kutta from the Numerical Aercdynamic Simulation (NAS)
scheme may be made unconditionally stable using im- Project Office.
plicit residual smoothing if the smoothing parameters The grid code required about 3 million words (Mw)
c are made sufficiently large [17]. In one dimension: of in-core storage and ran in about 15 seconds for the

I [( 1)2 ]  
grid shown in Figs. 2 and 3 (362 600 points.) The flow

C > -(29) solver required about 6.5 Mw of storage and 3.6 Mw

- of solid state device storage (SSD.) The SSD storage
is used to hold the old solution q0 -and the dissipative

gives unconditional stability if A* is the Courant limit terms Rv + D during the four stages of the multistage
of the unsmoothed scheme, and A is a larger operat- scheme (20.)
ing Courant number. In three dimensions different c's The spanwise inlet profile was used as an initial guess.
may be used in each direction, and their magnitudes and 250 iterations were run with an exit pressure cor-
may often be reduced below the value given by (29). responding to the peak efficiency point. About 20 min-
Courant numbers A* ; 2.8, A = 5.0, and smoothing utes of CPU time were required for this startup solu-
parameters c = 0.4, c, = 0.55, and c( = 0.45 were tion. All subsequent calculations were restarted from
used in the present work. this solution and run an additional 1550 iterations, re-

quiring about 2.5 CPU hours per case.COMPUTATIONAL GRIDq g

A three-dimensional grid code for turbomachinery has EXPERIMENTAL DETAILS
been developed by the author (currently unpublished.) Experimental details are described briefly below. Full
The code, called TCGRID for Turbomachinery C- details may be found in [11,12Fl
GRID, generates three-dimensional C-type grids us- Test Rotor - The test rotor, NASA designation Rotor
ing the following technique: 67, is shown in Fig. 1. It is the first-stage rotor of a

1. A coarse, equally-spaced meridional grid is gen- two-stage fan, with a design pressure ratio of 1.63 at

erated between the specified hub and tip. a mass flow of 33.25 kg/sec. The rotor has 22 blades.

The tip radius varies from 25.7 cm at the leading edge
2. Blade coordinates are found at the meridional grid to 24.25 cm at the trailing edge, and the hub/tip ra-

points by interpolation of the input blade geome- dius ratio varies from 0.375 to 0.478. At the design
try. rotational speed of 16 043 rpm the tip speed is 429

3. Two-dimensional blade-to-blade grids are gener- m/sec and the tip relative Mach number is 1.38.
ated along the meridional grid lines in (m, f0) co- Aerodynamic Performance Mieasurements - The ro-
ordinates using a version of the GRAPE code de- tor mass flow was determined using a calibrated ori-
veloped by Steger and Sorenson [18]. Here m is fice. Radial surveys of total pressure and temperature,
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static pressure, and flow angle were made 2.54 cm up- each of three spanwise locations. The first axial loca-
stream of the leading edge and 2.02 cm downstream of tion is within the blade row and the second is within
the trailing edge using conventional probes. the wake. Again, 50 laser windows are defined from
Laser Anemometry Measurements - A single-channel the suction surface of one blade (window 0) to the suc-
fringe anemometer was used for the measurements de- tion surface of the next blade (window 50.)
scribed below. Optical access to the fan was through Within the blade row the computed profiles agree rea-
a glass window in the casing. Fluorescent oil droplets sonably well with the laser data and predict the shock
with a diameter of about 1.0-1.4 pm were used to seed locations accurately. At 70 percent span near the pres-
the flow. sure surface (laser windows greater than 40), few seed
Measurements were made by holding the probe vol- particles were observed and the data is statistically
ume fixed in space as the blades rotated by. Mea- uncFrtain.
surement were taken in 50 intervals going from the Within the wake the computed Mach numbers are
suction surface of one blade to the suction surface of somewhat low near the tip, and get progressively bet-
the next blade. In [11,12], and in the present work the ter towards the hub. The computed wake profiles are
term windows is used interchangeably with the term deeper than the measured profiles. It is thought that
intervals in referring to laser measurement locations, this is because the seed particles used for the laser
Within the blade row the blade itself obscures the last anemometer measurements could not follow the high
few windows. Measurements were taken in 17 consec- shear rates found at the center and edges of the wake.
utive blade passages, then averaged. Only axial and The computational results were averaged blade-to-
tangential velocities were measured; however Pierzga blade using a so-called "energy average" procedure
and Wood [6] have shown numerically that neglecting developed by D. L. Tweedt at NASA Lewis Reasearch
the radial component has a minimal effect on calcu- Center (unpublished.) On each blade-to-blade grid
lated Mach numbers.

line the procedure integrates the mass flow, radial
and tangential momentum, total enthalpy, and ideal

RESULTS 1-_
The computed total pressure ratio and adiabatic effi- total enthalpy P0  .. The radial distributions were

ciency at 100 percent speed are plotted against nor- mass-averaged spanwise to produce the overall aver-

malized mass flow and compared to experimental data ages shown previously in Fig. 4. Since the integrations

in Fig. 4. The computed and experimental mass flows give total conditions directly, they can be expected to

are normalized by their respective choking mass flows, give good predictions of efficiency. Other quantities

as suggested by Pierzga and Wood [6j. This normal- like average static pressure or flow angle are found as

ization removes any uncertainties in the experimental nonlinear algebraic combinations of the primitive inte-

mass flows. The choking mass flow was measured as grated quantities, and thus may not agree as well with

34.96 kg/sec using a calibrated orifice, and the com- experimental data.

puted value was 34.54 kg/sec, a difference of 1.2 per- Experimentally the exit total conditions and flow angle

cent. The computed pressure ratios and efficiencies were measured with a self-nulling combination probe,

agree very well with the experimental data, except and static pressure was measured using a separate self-

that they are slightly high near stall. nulling wedge probe. Total conditions are thought to

Figures 5-8 show detailed results at an operating point be fairly accurate, but flow angle and static pressure

near peak efficiency. Figure 5 shows a comparison of accuracy depend on the frequency response and block-

relative Mach number contours at 10, 30, and 70 per- age of the instrui-entation.

cent span from the tip. The experimental contours With these thoughts in mind, radial surveys of sev-
were drawn from laser anemometry data using smooth- eral aerodynamic parameters measured 2.02 cm down-
ing and interpolation procedures outlined in [6]. At 10 stream of the rotor (at the grid exit) are shown in Fig.
percent span the inlet Mach number is about 1.35, and 7. The computed exit total temperatures and total
a bow wave stands ahead of the blade. A weak oblique pressures agree very well with the measurements along
shock crosses the passage inside the blade row, and a the span, but the computed static pressures are some-
strong normal shock sits near the trailing edge. The what high, and computed exit flow angles are two to
flow exits at a Mach number of about 0.95. The flow three degrees high over much of the span.
is qualitatively similar at 30 percent span, except that Figure 8 shows several particle traces to illustrate some
the shock sits more forward. At 70 percent span the of the secondary flows in this fan. The overall view
inlet Mach number is about 0.95. A small supersonic shows particles introduced upstrcam so as to pass over
bubble forms on the forward portion of the suction the suction surface of the blade. Most of the parti-
surface. It is not clear if this bubble is terminated by cles pass straight through the blade row. but those in
a shock. the endwall boundary layer roll up into a vortex that
Figure 6 shows a comparison of computed and mea- climbs the leading edge. The enlargement of the lead-
sured blade-to-blade profiles of relative Mach number ing edge shows that the flow in the hub boundary layer
versus laser window number at two axial locations for sees a high blade incidence and separates near the lead-
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ing edge. The low-momentum fluid in this separated edge separation appears to be slightly larger at the
region is centrifuged radially outwards. Eventually the near-stall point.
incidence decreases and the flow turns abruptly in the
streamwise direction. The trailing edge enlargement SUMMARY
shows a large separation bubble fed by fluid from the A flow analysis code has been developed for 31) vis-
endwall that migrates radiallv outward and ends up cous flows in turbomachiner v. The analysis solves the
in the wake. The complicated flow pattern in this re- Navier-Stokes equations written in a general body-
gion may explain the scarcity of laser seed particles fitted coordinate system, including rotation about the
observed in this region. x-axis. The thin-layer approximation is made in the
Figures 9-12 show detailed results at an operating streamwise direction but all viscous ternis are in-
point near stall. Figure 9 shows a comparison of rel- cluded in the cross-planes. The Baldwin-Lomax eddy-
ative Mach number contours, again at 10, 30, and 70 viscosity model is used for turbulent flows.
percent span from the tip. At 10 percent span the in- An explicit multistage Runge-Kutta scheme is used to
let Mach number is about 1.4. A normal shock stands solve the finite-difference form of the flow equations.
ahead of the blade and crosses the passage. The corn- A variable time step and implicit residual smoothing
puted shock is somewhat stronger than, and ahead are used to accelerate the convergence of the scheme.
of, the measured shock. The exit Mach number is The code is highly vectorized for the Cray Y-MP, and
about 0.85. At 30 percent span the results are sire- solutions can be computed on fairly fine grids in two
ilar. The flow at 70 percent span is similar to the to three hours.
peak efficiency case. except that the supersonic bubble The code was used to compute the operating map of a
is smaller and has a better-defined (though smeared) transonic fan at design speed, and showed good agree-
terminating shock. ment with measured values of total pressure ratio and
Figure 10 shows a comparison of relative Mach num- adiabatic efficiency. The computed results are slightly
ber profiles, again at two axial locations and three optimistic near stall, probably due to the lack of a tip
spanwise locations. At the tip tile computed shocks clearance model.
are ahead of and stronger than the measured shocks, Detailed comparisons were made with experimental
which accounts for the high predicted pressure ratios data at two operating points, one near peak efficiency
near stall. Adamczyk, et al. [9] have shown numer- and one near stall. Comparisons were made with aero-
ically that interaction of the tip leakage vortex and dynamic surveys downstream of the fail. In general,
the tip shock has a large effect on the near-stall per- exit total temperature and total pressure were pre-
formance of this rotor, and that lack of a tip clear- dicted quite accurately, but static pressure and flow
ance model can account for the discrepancies in shock angle showed some disagreement with the data. Com-
position and strength seen here. At 70 percent the parisons were also made with laser anemometry data
computed Mach numbers are slightly low, but agree in the blade row and in the wake. Shock location and
qualitatively with the data. strength were predicted closely near peak efficiency,
In the wake, the computed Mach numbers are some- but were over-predicted near stall. Predicted wake
what low near the tip, and get progressively better to- profiles had about the right spread, but were off in
wards the hub. Again the computed wakes are deeper location in some cases. Predicted wakes were much
than the measured wakes. There is considerable unccr- deeper than measured wakes, probably due to lack of
tainty in the laser data in the center of the wake at 70 resolution in the laser data.
percent span, where computed particle traces shownm Particle traces showed separated flow at both the lead-
later indicate a large separation. ing and trailing edges at both operating points. The

Figure 11 compares radial surveys downstream of the leading edge separation is too small to be seen in the
to' )r. The computed total temperatures and pressures laser data. The trailing edge separation may have been

are slightly high along the span, consistent with the suggested indirectly by the scarcity of seed particles in
high adiabatic efficiency shown in Fig. 4. Again the this region. The ability of the code to predict these
computed static pressures are high. Computed exit separated flow features suggests that the code could
flow angles agree well iear the tip but are a few degrees be used to guide experimental work aimed at resolv-
high at lower radii. ing these features, or to eliminate such features during

Figure 12 shows particle traces at the near-stall oper- design.

ating point. The overall view shows more radial migra- Overall the code showed very good agreement with a

tion of the endwall flow than at peak efficiency. At this variety of experimental data, thereby increasing con-

lower mass flow the blade sees a higher relative inci- fidence that the code can reliably be used to predict

dence than at peak efficiency. causing the flow near the the performance of other machines as well.

hub to migrate tangentially away from the suction sur-
face, as shown in the leading edge enlargement. The
trailing edge enlargement shows a separation bubble
similar to that seen near peak efficiency. The trailing
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Discussion

T. PRINCE, WILLIAMS INTER., U.S.A.
Have you investigated the hysteresis effect, where Rotor 67 exhibits two distinct levels of

performance at the peak efficiency point?

AUTHOR'S REPLY
The efficiencies computed when approaching peak efficiency from either side seemed to

follow the speculation of the experimentalists. The difference in the computed efficiencies was
about half the measured differences. The differences in the flows were hard to detect - slight
differences in shock location and strength. I suspect that the hysteresis effect is computable, but
will require a very precise and systematic computational study. I also suspect "t the final
results will not show dramatic differences between the two solutions.

P. RAMETTE, DASSAULT AVIATION, FRANCE
1) What is the extent of the separation zone at the trailing edge near the hub?
2) Did you compute the flow near the tip, taking into account tip clearance effects?

AUTHOR'S REPLY
1) The trailing edge separation covers roughly the last 25 percent chord and the bottom

20 percent span of the blade.
2) There is no tip clearance model in the present code. The blade is assumed to scrape

without leakage against a stationary endwall.

W. CALVERT, RAE PYESTOCK, U.K.
1) I notice from your paper that your calculations underestimated the mass flow of this fan

by 1.2 percent, which is consistent with the results from my calculations using a S-S2 system.
Can you comment on whether this is a common feature for all CFD predictions carried out on
this fan?

2) What transition model is used in your code?

AUTHOR'S REPLY
1) The mass flow for the fan was found experimentally both by use of a calibrated orifice

and by integrating measured inlet profiles. The two methods give somewhat different results,
but the orifice value is generally taken as correct. My computed choking mass flow differs from
the orifice value by 1 to 2 percent (lower than measured). I don't know how close other
researchers have come to predicting the choking mass flow. Pierzga and Wood (Ref. 6) have
recommended normalizing the computed mass flows at other operating points by the computed
choking mass flow in order to minimize uncertainties in the experimental mass flows. That
procedure was used for the operating curves shown in Fig. 4.

2) The Baldwin-Lomax turbulence model uses the following transition model: The
turbulent viscosity is computed for a given velocity profile. If the maximum value is less than
14 times the laminar viscosity, the flow is assumed to be laminar, and the turbulent viscosity is
reset to zero. When the maximum value exceeds 14 times the laminar viscosity, the flow is
taken to be turbulent.
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C. HIRSCH, UNIV. OF BRUSSELS, BELGIUM
1) What is the CFL number and convergence levels of your computation?
2) Can you comment on the validity of the thin shear layer approximation compared to full

Navier-Stokes, taking into account the fact that your results show regions of large three-
dimensional separations.

AUTHOR'S REPLY
1) The calculations were all run at a Courant number of 5.0. Each case was run for a total

of 1800 iterations, at which point the residuals were reduced about three orders of magnitude.
Several other parameters were monitored for convergence. Global mass conservation was
generally better than 0.2 percent, and adiabatic efficiency was converged to three decimal places.

2) The thin shear layer approximation neglects all viscous derivatives along streamwise grid
lines, based on the fact that the streamwise grid spacing may be several orders of magnitude
larger than the spacing across the viscous layer. Even if streamwise viscous terms are included,
their effects cannot be resolved on the relatively coarse streamwise grid. Several papers, notably
one by Steger, have demonstrated this in the past. Although the thin shear layer approximation
superficially resembles the boundary layer approximation, the normal momentum equation is
retained, allowing calculation of separated flows.

F. BASSI, UNIV. OF CATANIA, ITALY
Have you tried or do you plan to use a multigrid technique in your code?

AUTHOR'S REPLY
Although I have worked with multigrid in the past, my three-dimensional code does not use

multigrid. I may add it in the future.
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NAVIER-STOKES ANALYSIS OF TURBINE BLADE HEAT TRANSFER AND PERFORMANCE

Daniel J.Dorney* and Roger L.Davist
United Technologies Research Center

411 Silver Lane. MS-20
East Hartford, CT 06108-1049

United States 92-16082

Summary Introduction

A three-dimensional Navier-Stokes analysis of heat transler and The accurate prediction of three-dimensional turbomachinery

aerodynamic performance is presented for a low speed linear blade row heat transfer and aerodynamic performance, including
turbine cascade. The numerical approach used in this anal- total pressure loss and flow turning, remains a challenging task
ysis consists of an alternate-direction, implicit, approximate- for most Navier-Stokes numerical procedures. The very large
factorization, time-marching technique. An objective of this in- computational grid densities necessary to accurately resolve the
vestigation has been to establish the computational grid density viscous flow physics and properly convect the vorticity require

requirements necessary to accurately predict blade -arface and computational resources which far exceed those available to most
endwall heat transfer, as well as the exit plane aerodynamic to- engineering facilities. Thus, in most instances, it has not been
tal pressure loss and flow aagle distributions. In addition, a study possible to produce grid-independent three-dimensional flow so-

has b en performed to determine a viable implementation strat- lutions for turbomachinery blade rows which ensure the accuracy
egy for the three-dimensional modelling of transition and turbu- required for reliable predictions.
lence in the turbine blade passage. Results are presented which

demonstrate that the present procedure can accurately predict Ther mdelling of aso an turule in tr-
3-D turbine blade heat transfer as well as the absolute level and bomachinery blade passages is also often compromised in order

3-D urbne lad het tanser s wel a th abolue lveland to reduce computational times to acceptable levels. The effects ofspanwise distribution of aerodynamic performance quantities. t euecmuainltmst cetbelvl.Teefcsoturbulence in the flow are quite often modelled with an algebraic

eddy viscosity correlation which has its basis in two-dimensional

List of Symbols boundary layer data, even though the flow in a blade row passage
has strong secondary and occasional reversed flows. The mod-

s - Speed of sound elling of transition in most Navier-Stokes approaches is practi-
c Specific heat ratio at constant pressure cally non-existent due to the lack of reliable correlations for three-
e Specific energy dimensional internal blade row flows and due to the numerical
el Total energy instabilities caused by the unsteady movement of the transition

k Thermal conductivity region as the flow field develops. Unfortunately, it is unlikely
L Reference length (2.54 cm) that improvements in turbulence and transition modelling will
Af Mach number improve beyond the current state-of-the-art for three-dimensional
P Static pressure turbomachinery flows until Navier-Stokes procedures can afford-

Pr Prandtl number ably and reliably produce grid-independent solutions. Only then
PT Stagnation pressure will researchers be able to separate out the turbulence modelling

q Heat flux effects on the flow from those caused by truncation error and

Re Free stream inlet reference Reynolds number numerical viscosity
T Static temperature
u x component of velocity Several investigations have been made recently in which three-
V y component of velocity dimensional Navier-Stokes procedures have been used to pre-
w z component of velocity dict the heat transfer and/or aerodynamic performance of the

A Second coefficient of viscosity Langston linear turbine cascade [1, 2]. Among these numerical
p First coefficient of viscosity investigations, Chan and Sheedy [3] have used a pressure cor-
p Density rection method with a two equation (k - f) turbulence model
r Shear stress to predict the losses in the Langston cascade for a thick (3.3

crii inlet boundary layer. Their predicted results indicate the

Subscripts nemerical procedure is very sensitive to spanwise computational

- Inviscid grid density. Even the use of comparatively fine computational
L Lamninar quantity grid., however, was not adequate to achieve the flow field res-
t Stagnation quantity olution needed to accurately predict aerodynamic preformance
T Turbulent quantity quantities. tlah [4, 5] has also used a pressure correction tech-

T viscous nique with a two equation (k - c) turbulence model to predict

eudwall Stanton numbers [4] and losses as a function of axial dis-
z,y, z First derivative with respect to x, y or z tance (5] for the Langston cascade with a thick inlet boundary

Inlet quantity layer. The predicted endwall Stanton numbers show fair agree-

- Exit quantity ment with the experimental data, but it is unclear if a sufficiently
Et nfine computational grid was used to attain grid independent solu-

tions- Moore [6, 71 has used a pressure correction method with an
algebraic turbulence model to predict losses and secondary flows
for the Langston cascade with a thick inlet boundary layer. Lee

and Knight (8j solved the thin layer Navier-Stokes equations us-
".socia, Researdh Eneer. Th'oreticl & Computational Fluid Dy- inc an approximate factorization technique and the two equation

namics '.rOUp

-nnlo, Research Enitinrr [I hretical Ac Computational Fluid v.,namc i q - w) turbulence model to study heat transfer for the Langston
cascade with a thick inlet boundary layer. A portion of their
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investigation focused on the effects of different grid topologies Ty. = p(v, + W,)

(11- and 0-H grids) on the predicted heat transfer quantities. 7. = r. z (6)
In their study, it was determined that grid topology, as well as
computational grid density, can impact the predicted solutions. -r = +A vr:= 21pw,+A(u +v 5 +w,

The objective of the curent investigation has been to pro- T.= ur. + VrT, + W7T, + 'YUP,-les

vide guidance as to the computational grid density requirements = U + W + WrV + 'yP,71 C5
which are necessary to produce reliable and accurate Navier-
Stokes predictions of turbomachinery blade row flows. Simu- Th. = UT- + v*. + wr,, + - le,

lations of transitional flow through the Langston cascade [1, 2] e = P

with a thin inlet boundary layer (0.41 cm) have been performed (P(7' - I))
where the focus has been to conduct a computational grid reline- p (u

2 
+ v, + w2)

ment study to determine the computational grid density neces- 2
sary to properly resolve surface heat transfer and aerodynamic
performance quantities. As part of this investigation, a study For the present application, the second coefficient of viscosity
was performed to determine a viable strategy for implement- is calculated using Stokes' hypothesis, A = -2/31A. The equations
ing an algebraic turbulence model for three-dimensional inter- of motion are completed by the perfect gas law.
nal blade row flows and to determine the limitations of using
an algebraic turbulence model on the accuracy of the exit plane The viscous fluxes are simplified by incorporating the thin
distributions of otal j, essure loss and flow angle. Also, a brief layer assumption 191. In the current study, viscous terms are
study was conducted to demonstrate the importance of modelling retained in the direction normal to the hub surface (z-direction)
laminar/turbulent transition for these flows, and in the direction normal to the blade surface (y-direction).

To extend the equations of motion to turbulent flows, an eddy
viscosity formulation is used. Thus, the effective viscosity and

Numerical Integration Procedure effective thermal conductivity can be defined as:

The governing equations considered in this study are the time
dependent, three-dimensional Navier-Stokes equations" = AIL + PT

k PL PTc- PL+ PT(7)

Ut + (F, + F)s + (G, + G), + (H, + H), = 0 (1) The turbulent viscosity, p.u, is calculated using the Baldwin-

where Lomax [9] algebraic turbulence model. The specific techniques
used to implement this model for three-dimensional flows in tur-
boniachinery blade rows will be described below.

The numerical procedure for the three-dimensional analysis
PU consists of a time marching, implicit, third-order spatially accu-
U uPV (2) rate, upwind, finite difference scheme. The inviscid fluxes are

discretized using a combination of central, forward, and back-
et# ward differences depending on the local eigenvalues of the flux

Jacobians accoraing to the scheme developed by Roe (101. The

viscous fluxes are calculated using standard central differences.
The alternate direction, approximate-factorization technique of

PU 0 Beamh and Warming II] is used to compute the time rate changes
PU

2 
+ P rr in the primary variables. An inner Newton iteration can be used

F, = put F,, = - ry (3) to increase stability and reduce linearization errors. For all cases
(UW eir. investigated in this stud3, one Newton iteration was performed at

(et + P)u each time step. Further details of the three-dimensional numeri-

cal technique can be found in Refs. [12, 13].

pv r 0
puv I Grid Generation and Geometry

G,= pv 2 + P G,.- rw (4)
Pv ;Ts The three-dimensional Navier-Stokes analysis uses zonal grids to

(el + P~v discretize the turbine flow field. A combination of 0. and H-grid

sections are generated at constant radial spanwise locations in the
blade-toblade direction extending upstream of the airfoil lead-

PL 1 0 ing edge to downstream c, the airfoil trailing edge. Algebraically
PUl' irs generated If-grids are used in the regions upstream of the lead-

H, = pvw H,. r v  (5) ing edge. downstream of the trailing edge and in the inter-blade
Pu, 4 P 7.. region. The O-grid. which is bc iy-fitted to the surface of the air-

(e: + P)w - Ti, foil and generated using an elliptic equation solution procedure, is
used to properly resolve the viscous flow in the blade passages and

wherT to easily apply the algebraic turbulence model. Computational
grid lines within the O-grid are stretched in the blade-normal di-

=.s = 2Au, + A( ur + Vu + WO,) rection with a line grid spacing at the wall. The combined H- and

r.9 = A uV + vs) 0- overlaid grid sections are stretched in the spanwise direction

I', = A (u, + t! awav from the hub and shroud regions with a fine grid spacing
located adiacent to the hub and shroud.Tr" = T"

7". = 2 M 4- I lU: + V~, +-"l
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Boundary Conditions the parallel distance is measured from the blade surface to the
grid point and the normal distance is measured from the endwall
to the grid point. The eddy viscosity is then based on the flow

TIhe theo,' of characteristics is used to determine the boundary variables along a computational grid line from the endwall to the
,,ttditions at the passage inlet and exit. lor subsonic inlet flow. grd point. Two significant problems arise from this particular
tle total pressure. v alld w velocity components and the down- Ehre -diitensional i..plementation of the Baldwin-Lomax turbu-
stream running lieniann invariant, R, = u + -', are specified lence model. First, the eddy viscosity distribution in the cor-
while the upsrean running Hiemann invariant, R 2 = u - -2_1 , is ner regions is discontinuou. across the J=K computational lines
extrapolated from the interior of the computational domain. For which can cause large gradients to occur in the velocity field.
subsonic outflow the pressure ratio, P-2/P, is specified while the Secondly, this particular blending is highly dependent upon the
v and w velocity components. entropy, and the downstream run- computational grid density and stretching in both computational
ning Riemann invariant are extrapolated from the interior of the directions. It was determined, based upon numerical simulations,

comput.tional domain. Periodicity is enforced along the outer that the steady-state solution in the blade/endwall region was ex-
boundaries of the Il-grids in the circumferential (0) direction. tremely sensitive to changes in the computational grid structure.

I)irichlet conditions, in %ehich the time rate change in the In the present investigation, a blending function has been
vector U of Eq. (2) is set to zero, are imposed at the overlaid used to smoothly vary the eddy viscosity distribution between
boundaries of the 0- and l-grids. The flow variables of U at the blade and endwall. Separate eddy viscosity distributions are
zonal boundaries are explicity updated after each time step by computed for the blade and endwall surfaces along the computa-
interpolating values from the adjacent grid. Because of the ex- tional lines which run normal to each surface respectively. The
plicit application of the zonal boundary conditions, large time eddy viscosity in the corner flow regions is then computed based
steps may necessitate the use of more than one Newton itera- upon the following blending function according to the work of
tion. The zonal boundary conditions are non-conservative, but Vatsa and W\edan [17]:
for subsonic flow this should not affect the accuracy of the final
liw solution. T= -- ,pT + dpT()

No-slip boundary conditions are enforced at the hub and
shroud endwalls of the turbine passage and along the surface of where 4 is the distance from the blade surface to a given node,
the airfoil. In addition, a specified heat flux or wall temperature d- is the distance from the endwall surface to the node, and
distribution is field constant in time along the solid surfaces. In P-r,, AT_ are the eddy viscosities computed from the blade and
the present investigation, a specified heat flux given by endwall flows, respectively. This type of blending greatly reduces

k T the dependence of the eddy viscosity distribution on the compu-
= (8) tational grid and creates a smooth eddy viscosity distribution in

is prescribed over all solid surfaces at a level consistent with the the corner regions.

experimental conditions. Upon descretizing Eq. 8 using a first or- As will be shown below, results from a number of computa-
der backward difference, a Neumann boundary condition arises tions demonstrate the importance of correctly modelling transi-
which is held during the implicit sweep of lines normal to the tion of the flow from laminar to turbulent on the blade surface.
surface. The implicit update of the solid boundary flow variables In the present investigation in which turbine blade heat trans-
is followed by a second order accurate explicit update. Further fer is being predicted, the modelling of transition is essential for
inlotmation describing the implementation of the boundary con- the accurate prediction of Stanton number distributions. In this
ditions can be found in Refs. [12, 13, 14]. study, transition was modelled using a prescribed location for the

onset of transition. The onset of transition was varied as a func-
tion of span. with the endwals assumed to be fully turbulent,

TRirbulence/Transition Model and mid-span transition beginning at the 20% axial chord loca-
tion on the suction surface according to the experimental data.

lIhe Ilaldwin-Loriax (91 twco-lascr algebraic turbulence model is Transition was assumed to occur as an instantaneous process. As

used to represent the turbulent eddy viscosity in the flow field, will be discussed below, a means of accurately predictiug transi-

This turbulence model is based upon two-dimensional boundary tion especially in turbine blade rows clearly must be developed

layer data, and as such. is not well suited for corner flows such in order to reliably and accurately predict heat transfer.

as those at the blace/endwall juncture. Previously, the treat-
itent used to impiement this turbulence model in the corner re-
gions was the technique proposed by fung and Buning (15, 16]. Results
In this technique, the Baldwin-Lotnax turbulence model is com-
puted separately for each etidwall and the blade surface. The A set of viscous three-dimensiona! numerical simulations of flow
tiixing length in the corner region depends on the computational through the Langbzon low specd L .bine cascade with a thin inlet
indicies of a given node. For instance, consider the case when the boundary layer (0.41 cn), including heat transfer and transition,
.l=constant computational lines run normal to the blade surface have been performed and the predicted results compared to ex-
and the K=constant lines run normal to the endwall. For any perimental data [1, 2]. The heat flux values at the endwall and
computational node whose .]-wise index is less than its K-wise airfoil surfaces were specified to be the same as in Ref. [2]. The in-
index, the 'norntal' distance is defined as the distance from the let Mach number was set to Mt = 0.0917 and the inlet flow angle
blade surface to the grid point and the 'parallel' distance is de- was specified to be 01 = -1-1.7 degrees. The inlet Reynolds num-
fined as the distance froin the endwall to the grid point. The her was set to Re, = 25590 per cm and the ratic of the exit static
mixing length for the inner region of the boundary layer is then pressure to the inlet total pressure was fixed at P21PT, = 0.9847
calculated as based on the experimental data.

I = 2sn/(s + n + (/2+ n2)) (9) A computational grid refinement study has been performed

where s is tie parallel distance and n is the normal distance. The to establish the grid density required to produce essentially grid-

eddv viscosity is then bas-ed on the flow variables along a corn- independent solutions in both the blade-to-blade and spanwise

eutational gr, line from the airfoil surface inormal direction) to directions. A combination of two- and three-dimensional simula-
th r grid point rider consideration. Likewise, for any computa- tions were performed to establish the required grid density and
tiona node w, .- wise index is greater than its K-wise index, wall spacing in the blade-to-blade direction to accurately predict

turbine blade heat transfer. As a result of the two-dimensional
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Case Grid Density Ayb,.d, AMl-d-1, Profile Total Profile Total Trns
stream x tangx span (Y+) (y+) APT/PTI APT/PT 132 0 __

1 H-70 x 31 x 25 0.00100 0.00300 0.20846 0.19065 27.96 27.34 yes
0 0-101 x 31 x 25 (4.260) (7.430)

2 H-70 x 31 x 25 0.00010 0.00100 0.16102 0.18373 27.49 27.36 no
I 0-101 x 31 x 25 (0.384) (2.920)

3 H-70 x 31 x 25 0.00010 0.00100 0.16100 0.18372 27.49 27.58 yes
I 0-101 x 31 x 25 (0.379) (2.781)

4 H-70 x 31 x 51 0.00010 0.00010 0.14575 0.17271 27.67 27.38 yes
0-101 x 31 x 51 (0.360) (0.266)

5 H-70 x 31 x 71 0.00010 0.00010 0.13898 0.17075 27.73 27.26 yes
I 0-101 x 31 x 71 (0.351) (0.266)

6 H-70 x 31 x 91 0.00010 0.00010 0.13051 0.17064 27.75 27.25 yes
0-101 x 31 x 91

2-D 0-131 x 61 0.00002 - 0.12030 - 26.58 yes
H-71 x 21 (0.059) -

EXPT - - - 0.13000 0.17437 26.80 26.32 -

Table 1: Grid refinement study

simulation., it was determined that a computational grid consist-
ing of 70 x 21 grid points in the Hl-grid and 131 x 61 grid points
in the O-grid with an average wall spacing of .00002 (y+ = .059) O-GRID
produced grid-independent solutions. Once this was established,
a similar grid topology and density were used in the blade-to-
blade direction for the three-dimensional simulations. The wall
spacing adjacent to the airfoil surface was then refined during a
series of three-dimensional simulations to insure the accuracy of
the three-dimensional blade-to-blade solution. Finally, the span-
wise computational grid was refined both in terms of endwall
spacing and density until the exit total pressure loss and exit
flow angle distributions remained unchanged and exhibited close
agreement with the experimental data.

Ht-GRED
A summary of the cases executed during this investigation are

given in Table 1. The columns labelled 'Total' in Table 1 indicate
area-averaged values in t he spanwise direction. while the columns
labelled 'Profile' refer to mid-span values. The area-averaged val-
ues were calculated using trapezoidal integration and only the
computational grid points at the experimental data locations Figure 2: Blade-to-blade computational grid for Langston cas-
were included in the integration (a total of 13 locations for the cade
half-span) in order to be consistent with the experimental area-
averaged exit loss and flow angle values. The column labelled
'Trns' indicates whether or not transition was modelled. Since Figure 2 illustrates an example of the blade-to-blade com-
the geometry was symmetric about the mid-span. the numerical putational grid used in the numerical simulations. Planes of
simulations were performed for only the half-span and a symme- blade-to-blade computational grids such as shown in Figure 2
try boundary condition was used along the symmetry plane. The are stacked in the spanwise direction to create the discretized ge-
spanwise grid densities given in Table I are for the half-span ge- ometry. Computational grid lines are clustered adjacent to the
ometry. Figure 1, which illustrates the 'Total' exit flow angle and airfoil surface and endwall to properly resolve the viscous flow.
totai prebsure ios ,, Lq. 13) values as a function of grid point
density, demonstrates that a half-span grid-independent solution Figure 3 illustrates the predicted fine grid (Case 6) and exper-
was obtained with approximately 450.000 grid points. Except imentally measured pressure coefficient distributions along the
where noted. the predic'ed results shown below are for this fine surface of the airfoil at the 2.9, 12.5, 25.0, and 50.0% span loca-
grid (Case 6) solution, tions, where the pressure coefficient is defined as:

.o.-902(P - P (1
.210- TOTAL PRESSUHE LOSS 29.0 Cp - 2(I - P))

A- FLOW ANGLE PUt

and Ut is the total inlet velocity. Experimental data was taken

90 on two separate blades in the cascate and both sets of data are
1I r J presented for each spanwise location. There is close agreement

between the predicted results and the experimental data for the
1 X entire span of the cascade. In both the predicted results (Cases 4-
.\F6 in Table 1) and the experimental Oata the effects of the endwall

170 21'0 secondary flow on the pressure distribution are visible on the

suction surface of the airfoil near the trailing edge at 12.5% span.

E This phenomenon was not present in the coarser grid calculations(C '(eCa.e 1-3),

.150 , , 2r, I,
t'.%0 3oIX, 4so4W ' 6000WJ The predicted and experimental (21 endwall static pressure

NPOINTS (WI-sp f) coefficient contours are illustrated in Figures 4 and 5. respec-

tively. Comparison of the two figures show that the predicted

Figure 1: Exit flow anle and total pressure loss as a function of results and experimental data agree very well. Both figures show

grid point densrit a pressure "island". correspondinr tie ntinmuti pressute point,
located on the suction surface at approximately 60% axial chord.
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The predicted static pressure coefficient contours for the suc- -,.4
tion and pressure surfaces of the airfoil axe shown in Figures 6 and -0.4 -1.4
7, while the experimental contours for both surfaces are shown
in Figures 8 and 9, respectively. It is important to note that Fig- -, 2
ures 6 and 7 are tiree-dimensional renderings of the airfoil sur-
face, while Figures Z and 9 are two-dimensional projections of the
airfoil surface. There is good agreement between the predicted
results and experimental data on both surfaces of the airfoil.
"he static pressure island associated with the minimum pres-
sure point, located at 38% axial chord on the suction surface,
is shown in both the predicted ajd experimental results. The
effects of the endwall boundary laver are visible in Figures 6 and
8 just downstream of the mid-a"ial chord location. In both the
predicted results and the experimental data, the static pressure
changes very little for the first 50% axial chord of the pressure Figure 5: Experimental 3-D endwall static pressure coefficient
surface (see Figures 7 and 9), then decreases very rapidly as the contours
flow accelerates near the trailing edge.

The predicted limiting streamlines for the suction surface of
the airfoil are shown in Figure 10. Limiting streamlines obtained
experimentally using surface flow visualization techniques are The predicted endwall limiting streamlines from the fine grid
included for comparsion in Figure 11. The predicted limiting simulation are shown in Figure 14, whi!e the experimental end-
streamlines (Figure 10) show close agreement with the experi- wall limiting streamlines are shown in Figure 15. In both Fig-
mental data. The flow in the mid-span region of the suction ures 14 and 15, a saddle point is evident near the pressure surface
surface is two-dimensional, while the flow in the endwall region leading edge of the airfoil. In the numerical simulation, the sad-
is highly three-dimensional. A separation streamline forms at the die point location is predicted somewhat further upstream than
airfoil leading edge in the endwal region and extends spanwise that observed in the experiment. This may indicate that the
to approximately the 25% span position at the trailing edge. As predicted endwall boundary layer is slightly too thick. In Ref-
the flow moves towards the exit of the blade passage, it is forced erence [2] it was demonstrated that the location of the saddle
towards ud-span by the endwall secondary flow. The predicted point moves upstream as the endwall boundary layer is thick-
pressure surface limiting streamlines are shown in Figure 12. The ened. In both Figures 14 and 15, the flow in the leading edge
corresponding experimental pressure surface limiting streamlines region moves onto the suction side (.f the passage and intersects
are presented in F-igure 13. The leading edge stagnation line is the suction surface near the minimum pressure point. The flow
well illustrated in i iou re 12 and it is evident from both the pre- on the pressure side of the passage migrates towards the suction
dicted and experimental limiting streamlines that the flow on the surface, intersecting it in the region downstream of the minimum
pressure surface is predominantly two-dimensional in nature. pressure point
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Figure 6: Predicted suction surface static pressure coefficient con- Figure 8: Expe-Imental suction surface static pressure coefficient
tours contours
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Figure 7: Predicted pressure surface static pressure coefficient Figure 9: Experimental pressure surface static pressure coeffi-
contours cient contours
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Figure 10: Predicted suction surface limiting streartilines Figure 11: Experimental suction surface limiting streamlines
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Figure 12: Predictedl pressure surface limiting streamline, Figure 13: Experimental pressure surface experimental limiting
streamlines

LINE

Figure 1 1: Predicted endwatl limitiing sr reariilineS F-igure 15: Experimenital endwall limiting streamilinies
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2 - 1)IrINITF Tfi ANSMTON IJ-NE]I1
To, asss tlit ablilif 'v of the present Navier-Stokes analysis to

predict heat tranisfir. the Stanton number was calculated along
hp suirface of the airfoil and compared with the experimental 051bus

data [2). The Stanton number is defined as: sI N -ASTO 3U

St = (F (RePr(h.. - h.~)) (12) '

enthalpy at the wall, and h.,, is the enthalpy at the wall. Figure 16j

compares the predicted suction surface mid-span Stanton number rN STAN TANEOU% TRANSITION (3-i),

distributions obtained with and without transition, the predicted ~'
results from the two-dimensional simulation, and the experimen- ()0

tal data. The fully turbulent calculation ovcrpredicts the Stanton aN

number in the first 25% of the axial chord, demonstrating the im- iieure 16': Shid-spant suci on surface S aw:,on nunmior t ii'
portance of modelling transition As discussed earlier, mid-span 101
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0.0080 0 EXPT DATA A comparison of the predicted three-dimensional mid-span
-- 3-D pressure surface Stanton number distribution with the experi-
- 2-t Aental data is presented in Figure 17. The three-dimensional

predicted results demonstrate only fair agreement with the ex-
O.Oos3 perimental data. A series of two-dimensional simulations were

St performed to determine if the differences between the predicted
Stanton number and the experimental data near the 25% axial
chord location was due to transition, similar to the suction sur-

0.0027 i face. The results from these two-dimensional simulations showed0 0 027- that transition had little effect on the pressure side Stanton num-
0 ber distribution in this region of the flow. Further investigation

is required to determine the contributing factor of this difference.

0 001) The predicted three-dimensional fine grid suction surface Stan-
0L ton number contours are shown in Figure 18. The experimen-

tal suction surface Stanton number contours are illustrated in

Figure 19. The predicted results demonstrate good qua'tita-
Figure 17: Mid-span pressure surface Stanton number distribu- tive agreement with the experimental data, except along the hub
tions endwall downstream of the separation streamline, where the ex-

perin. ntal data indicates increased amounts of heat transfer. In

Figure ., 6- ..- ;t-i, of the transition location with span is
transition was prescribed, according to the experimental data, to apparent in the leading edge endwall regions. Both the predicted
be instantaneous at the 25% axial chord position. The effects results and the experimental data indicate enhanced heat transfer
of transition are evident from the rapid increase in the Stanton at the airfoil leading edge in the endwall regions and downstream
number at the 25% axial chord location. The Stanton number is of the endwall separation line.
predicted very well ahead of transition but is slightly underpre-
dicted aft of the transition point. It has been found, based upon Figures 20 and 21 illustrate the predicted fine grid and ex-

a number of two-dimensional simulations, that this small dis- perimental Stanton number contours for the pressure surface.
crepancy is due to the instantaneous transition model currently The predicted Stanton number distribution shows close agree-
used in the three-dimensional procedure. Very good agreement ment with the experimental data. Both the predicted results
was found to exist between the predicted Stanton number dis- and the experimental data reveal much less heat transfer taking

tribution and the experimental data in the two-dimensional sim- place on the pressure surface, as indicated by smaller values of
ulations when transition was modelled over a region extending the Stanton number.
between 25 - 60% axial chord (see Figure 16).

TRAIING EDGE 7h1LM E

3.0

.3.0
HUB 3as EWN' NMMPhAN

.0 (ST X 10-  )
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2.0

.o PIPE

LEADING EDE 4.0 LA M E

fiMure 18: Predicted suc'ion surface Stanton number contour, Figure 19: Experimental suction surface Stanton number con

tours
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Figure 20: Predicted pressure surface Stanton number contours Figure 21: Experimental pressure surface Stanton number con-

tours

Figures 22 and 23 present the predicted fine grid and exper- In the wake region, discrepancies exist between the predicted re-
imental Stanton number contours for the endwall. In both the suits and the experimental data. The predicted results indicate
predicted results and the experimental data, the lowest values of a small amount of heat transfer in the wake region, while the ex-
the endwall Stanton nuniner are located on the pressure surface, perimental data indicates larger amounts of heat transfer. These
beginning just downstream of the saddle point and extending discrepancies are probably due to the use of an O-grid around the
to the trailing edge. In both figures, a region of increased heat airfoil, which precludes the use of wake modelling in the algebraic
transfer i. located near the suction surface leading edge and in turbulence model. Other than in the wake region, the predicted
the vicinity of the minimum pressure point on the suction surface. results show good agreement with the experimental data.

(Sr x i0 "-)

275 4.0 .0i
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Figure 22 : Predicted endeall htanton number contour- I iure 2 E: Lxperimental endwali !tanton number contour,
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1:20 experimental data. The profile loss at mid-span is predcted very
0 - EXP DATA well by the current proced ire, but the peak loss region near the

- - CASE I 25% span location is not )eing accurately predicted. The pre-
... CASE 3

------ CASE 4 dicted loss in this region associated with the secondary flow is
-... CASE S predicted to be lower and iute towards mid-span. The smallO.SO ------ CASE t

A _ ).D rise in the predicted loss distributio., in the endwall region (Cases
cpr 5-6) agrees well with the experimentil data.

Table 1 provides the area-averaged total pressure loss for each
o.40- M of the curves shown in Figure 24. These values of area-averaged

loss were computed using CPT values at the experimental data
locations in order to be consistent. Table 1 shows that for the
finest grid solution, a 2% error exists between the predicted and

0 ]- experimental area-averaged losses. The primary source of this
0.UG 0,2 0 0 5 1.t. error is the inderprediction of the secondary flow loss near the

2.5% span location as shown in Figure 24. Since an essentially
grid-independent solution was achieved using the finest grid (see

Figure 24: Gap-averaged total pressure coefficient distributiol Figure 1), this error can be mainly attributed to the algebraic
turbulence model and the transition model.

Figures 25 and 26 illustrate the predicted and experimental
The predicted spanwise distributions of the total pressure loss total pressure loss contours at the exit plane of the turbine pas-

coefficient downstream of the trailing edge for all of the cases sage. The effects of the passage vortex and endwall secondary
given in Table 1 are compared with the experimental data in flow on the total pressure loss distribution are accurately pre-
Figure 2-1. The total pressure loss coefficient is defined as: dicted by the numerical analysis. Both the predicted and the ex-

perimental total pressure loss contours indicate the existence of
C 2PT - i) (13) three peak loss regions. The these peak loss regions may be asso-

pUt 2  
ciated with three separate vortices which form a triangle bounded

ile Inid-span profile loss is accurately predicted using the fine by the airfoil suction surface and the hub endwall. The largest
grid, but overpredicted using the coarser grids. The predicted vortex, associated with the secondary flow, is located at the apex
fine grid spanwise loss distribution shows similar features as the of the triangle [2]. By examining the vorticity field, it was de-

termined that the secondary flow vortex rotates in the clockwise
direction (see Figure 25). A slightly smaller vortex, which may
possibly be associated with the suction side leg of the horseshoe
vortex, rotates in the counter-clockwise direction and is located
more towards the mid-span region than the secondary flow vor-
tex [2]. The smallest vortex, which may be associated with the
suction side corner vortex, also rotates in the counter-clockwise
direction and is located closer to the hub endwall than the other

ao two vortices.

HUB The predicted spanwise distribution of the gap-averaged flow
ME]PA angle (in the pitch-wise direction) downstream of the trailing edge

(S 91 -,.e for the cases given in Table 1 are compared with the experimental
-1 data in Figure 27. The shape of the predicted three-dimensional

__---_--.----_M- flow angle distribution demonstrates good qualitative agreement
-- - !.... ---77..... -1with the experimental data, but the numerical values are uni-

- formly larger than the experimentally measured flow angles by
approximately 1 degree. As shown in Table 1, the exit flow an-

scoefficient coiours at gle changed very little with increasing grid density, indicating
Figure 25: Predicted total pressure loss that grid dependence is not the cause of the discrepancy between
exit of turbine passage the predicted and experimental flow angles. The 3.5% difference

between the predicted area-averaged exit flow angle and the ex-
perimental data could possibly to be due to inadequacies in the
modelling of transition and turbulence.

35.0

23.0

l CASE I~CASE 4
L '-- ---- CASE 4

CASE 6
A - 2.DI?01

O0 0.2s 075 i
%SPAN

liture 26: Experimental total pressure loss coefficient contours
at exit of turbine passage Figure 27: Gap-averaged flow angle distributions
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computational grids with the Baldwin-Lomax algebraic turbu- tors. and Difference Schemes." Journal of Computational
lence model. Also, the importance of modelling transition from Physics. Vol. 43, pp.357-372, 1981.
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Discussion

C. HAH, NASA LEWIS, U.S.A.
1) When you use a compressible flow code for the current flow, how did you specify exit

static flow condition?
2) For Figs. 4 and 5, the experimental data with thick inlet boundary layer shows results

(unlike your prediction (footprint of vortex)). Any comments about this?

AUTHOR'S REPLY
1) The exit static pressure was obtained from the experimental results.
2) The endwall boundary layer in our simulation developed slightly faster than that

observed experimentally. Therefore, our boundary layer at the inlet to the blade passage was
approximately 3 percent greater than that in the experiment. This may explain the presence of
the 'footprint" in the numerical predictions and not in the experiment. The use of an algebraic
turbulence model in the endwall region may also contribute to the 'footprint' phenomenon in
the numerical simulation.

L. LANGSTON, UNIV. OF CONNECTICUT, U.S.A.
The endwall static pressure data shown in Fig. 5 is for the thin (6 = 0.41 cm) boundary

layer case, where the effects of the secondary flow are less dramatic and less pronounced than for
the thick (6 = 3.3 cm) boundary layer case (the case calculated by Hah in Ref. 4) of Ref. 1. The
calculated results shown in Fig. 4 would be somewhat indicative of a slightly thicker boundary
layer than that of the experiment (Fig. 5). This can be seen by a study of Fig. 6 of Ref. 1. I am
somewhat surprised that you are off in the prediction of the exit angle! Your airfoil pressure
distributions are very close to the experiment. Since these are a direct measure of lift (and
hence, turning) I do not see why the exit angle is off.

AUTHOR'S REPLY
We believe our exit flow angles were accurately calculated, however we agree that the

pressure distributions would suggest better agreement between the predicted exit flow angle
distribution and the experimental data. The matter is currently being investigated.

D. GREGORY-SMITH, DURHAM UNIV., U.K.
In view of the Durham experience of the sensitivity of the flowfield to assumed laminar flow

areas I would ask two questions -
1) Did you observe any change in the mobility or strength of the secondary vortex when

you added the specified transition point on the suction surface?
2) There is evidence of laminar flow on the end walls for this type of cascade. Did you

investigate the effect of having a laminar flow specification on the endwall?
One last point, Fig. 1 looks better when plotted as 1/NPOINTS rather than NPOINTS

(i.e., as total pressure and angle versus mesh spacing).

AUTHOR'S REPLY
1) Yes, when the suction surface was assumed to be fully turbulent, the main passage

vortex was observed to migrate more towards mid-span than the experimental data indicated.
When transition was specified, the numerical results exhibited closer agreement with the
experimental data. This comparison, however, was performed on one of the coarser grids used in
the series of simulations. I should also note that in both instances, with and without transition
specified, the endwall flow was assumed to be fully turbulent.

2) No, in all the cases investigated the endwall flow was assumed to be fully turbulent.
The basis of this decision was careful investigation of the experimental data and discussions with
M. Blair, one of the experimental investigators. Based on your experiences at Durham
University, I do intend to perform an additional test case with laminar (or transitional) flow
specified on the endwall.
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CALCULS 3D STATIONNAIRE ET INSTATIONNAIRE
DANS UN ETAGE DE TURBINE TRANSSONIQUE

par Alain LEMEUR

Office National d'Etudes et de Recherches Aerospatiales
29. Avenue de la Division Leclerc

92320 - CHATILLON (France)

RESUME

Ce papier est destind A donner des 6lements de r~ponse aux problkmes tr~s importants suivants

Quelle est la meilleure approche pour obtenir les caract6ristiques moyennes (en espace et en temps) de
l'dcoulement en utilisant directement un calcul 3D sur un 6tage complet de turbomachine ?

En effet I'dcoulement vrai est compl]tement 3D et instationnaire. Ceci entraine qu'une simulation rigoureuse de
l'kcoulement ne peut etre qu'instationnaire. Alors, est-il necessaire de faire un calcul instationnaire plus ou moins exact ?
ou bien peut-on directement faire un calcul stationnaire moyen dans ]a mesure ob 'on ne s'intdresse qu'aux grandeurs
moyennes comme c'est souvent le cas au stade de la conception ?

Fondamentalement deux approches diff~rentes sur la faqon de mener les calculs sur un 6tage de turbine HP
fortement charge seront montr(es et analys.es :

I'approche stationnaire of l'on redistribue A chaque iteration un 6coulement moyen entre les deux roues. On obtient ainsi
une solution stationnaire moyenne.

I'approche instationnaire avec prise en compte de piusieurs canaux dans les roues. Le calcu est purement instationnaire
avec une p6riodicit6 en temps c'est-A-dire qu'. convergence, si l'on obtient un r6sultat pour un instant donnr, on doit
retrouver la mme chose A l'instant qui correspond i une p6riode suppidmentaire. I1 suffit alors d'effectuer une moyenne
en temps sur une seule p~riode pour obtenir la solution 3D moyenxie.

STEADY AND UNSTEADY 3D FLOW COMPUTATION
THROUGH A TRANSONIC TURBINE STAGE

by Alain LEMEUR

ABSTRACr

The aim of this paper is to give some information on the following important problems:

What is the best approach in order to obtain the average characteristics of the flow field by directly using a 3D
computation on a complete turbomachinery stage ?

As a matter of fact the real flow is absolutely 3D and unsteady. This implies that numerical simulation of the flow
must be unsteady.

Therefore is it necessary to make more or less rigorous unsteady computation or can we directly perform averaged
steady computation, in so far as we are interested in the averaged data, often required at the design stage ?

Two different ways to carry out computation on a highly loaded turbine stage will be shown and analysed here

steady approach where we redistributed at each iteration the average flow between the both rows. In this way we obtained
the average steady solution.

unsteady approach by taking into account several channels on both rows. The computation is purely unsteady with a time
periodicity ; i.e.. if a result is obtained at time t. we must find exactly the same result at time t + T, T being the time
period. In these case we have to make a time average over a period in order to obtain the 3D flow field averaged.
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1. INTRODUCTION

L'amnklioration des performances des moteurs en g~ndral et plus particulierement des turbomachines adronautiques
n~cessite A l'heure actuelle la mise en oeuvre de m~thodes numdriques sophistiqudes perinettant de donner une bonne
restitution de l'dcoulement.

Pour obtenir une description correcte de 1'6coulement qui est compl~tement tridimensionnel et instationnaire ii
faudrait par exemple si on s'interesse A un etage de turbine, calculer tous les canaux successifs du distributeur et de la roue
mobile.

Bien entendu aujourd'hui que ce soit avec la resolution des equations d'Euler et a fortiori celles des dquations
de Navier-Stokes ii n'est pas envisageable de calculer tous les canaux d'un 6tage de turbine ou de compresseur. Les temnps
et les cofits de calcul deviendraient prohibitifs surtout dans le cas d'applications systematiques.

11 est donc n~cessaire de faire des hypotheses simplificatrices permettant une r~duction du nombre de canaux A
calculer pour obtenir une solution instationnaire satisfaisante. Par ailleurs il faut savoir si l'on peut effectuer un calcul
stationnaire moyen quand seule la solution moyenne est recherch&e.

Autrement dit, est-il n~cessaire dans le cas o z on ne s'int~resse uniquement qu'aux grandeurs moyennes,
d'effectuer un calcul 3D instationnaire, puis de faire une moyenne en temps dormant ainsi la solution moyenne ?

Des comparaisons entre les deux approches seront montr~es et analysdes ainsi que des confrontations calculs-
expedriences.

2. RAPL

De faqon A mieuxc cerner les problemes qui se posent dans ce genre d'dtude il nWest peut 6tre pas inutile de faire
queiques rappels sur les ph~nomenes qui r~gissent l'coulement ainsi que sur la m~thode de calcul et les hypotheses
simplificatrices qui permettent de determiner les principales grandeurs physiques indispensables A la comprehension de
l'dcoulement.

2.1. Phdnomtnes instationnaires

Consid~rons par exemple un premier 6tage de turbine (distributeur fixe suivi d'une roue mobile). L'~oulernent
r6el sortant du foyer est fortement non-umiforme aussi bien dans le sens radial qu'azimutal [1] et il faudrait en toute rigueur
calculer I'ensemble de la couronne distributrice. On fera ici l'hypoth~sc -que cet 6coulement est stationnaire et azimutalement
uniforme. Toutefois, meme dans ce cas simplifid, 1'6coulement dans l'6tage est non seulement tridimensionnel par suite du
gauchissement des nappes de courant, mais aussi compl~tement instationnaire A cause de I'interaction des deux roues.

Le nombre d'aubes de chaque roue permet alors de distinguer deux cas:I

*soir ces nombres sont identiquts et on retrouve donc A chaque instant Ia p~riodicit6 en espace sur un pas.

*dans le 2eme cas qui refte mieux Ia rdalitd. les nombres d'aubes sur les deux roues successives sont en g~ndraI premier
entre eux. Dans cette configuration ii est en toute rigueur indispensable de calculer tous les canaux non seulement de Ia
roue fixe mais 6galement de la roue mobile.

Bien entendu dans cc cas on se trouve confrontd au probl~me du cot~t et des temps de calcul, dfi aux nombres
de point de maillage tr~s dlev~s.

Par exemple entre le premier cas et le cas rdeI ii peut y avoir un rapport de 50. Ces nombres prohibitifs imposent

d'utiliser des hypotheses simplificatrices.

2.2. Hypthtses simplificatrices

D'apr~s Ie point d~velopp6 ci-dessus, on est donc amen6 A rdduire le domaine de calcul A une taille raisonnable.
C'est-A-dire de trouver un compromis avant un hon rapport qualitd-prix et donmant des r~sultats satisfaisants pour la
compr6hension des phdnomenes que l'on desire 6tudier.

Certaines de ces hypotheses ont ddjA &6 6tudides en Meail dans les r~fdrences [21 et (31. Mais ii n'est peut etre
pas inutile de rappeler en quelques lignes les principaux 616ments qui permettent de faire un calcul approch6.

Considrons un 6tage comportant N, aubes dans la roue amont et N, dans ia roue aval. On choisit tout d'abord
deux entiers K, et K, aussi petits que possible, mais tels que les rapports K,/K, et N,/N 2 soient voisins. K, et K2 reprdsentent
les nombres de canaux effectivement calcules respectivement dans Ia roue amont et la roue aval.
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Les extensions azimutales de chaque groupe de canaux sont

-pour la roue I e, = K, p, = K, x2?r/N,
-pour la roue 2 e, = K~2 P2 = K, x 2 T/N,.

On d~finit alors une extension moyenne par

e, = 1/2 (e , + e,)
ainsi que:e

X~~~~zF eN/ I c.e .
Les quantit~s X, et A, servent, au cours du calcul, A dilater ou contracter les gradients azimutaux A i'interface des

deux roues de faqon A les rapporter A l'extension circonferentielle commune e,. A travers laquelle on assure la continuit6
axialo-radiale. Par ce biais il est alors possible d'appliquer la condition de p~riodicitd spatiale sur les fronti~res hautes et
basses de chaque groupe de canaux.

Quelques remarques:

-comme on le voit, il s'agit seulement d'un traitement aux fronti~res de continuit6 (fronti~res fluides internes) du domaine
de calcul. En particulier. ii est important de noter que les g~om~tries rdelles des canaux ne sont pas affectdes, et que
n'importe quel type de machine peut Wte pris en compte;

-les approximations induites sont d'autant plus faibles que K,/K, est proche de N,/N, : la solution est d'ailleurs exacte si

-ii est ais,4 de demontrer que les valeurs moyennes (dans le temps) de grandeurs globales comnme le debit ou la charge sur
les roues sont independantes du choix des nombres K, et K2 ;

*cette technique peut Lfe dtendue A un nombre de roues sup~rieur A 2 par:

Par exemple si on consid~re un cas oul le rapport N,/N 2 est voisin de 0,58 la reduction du domaine de calcul peut
ttre k, = 3 pour la lere roue et k, = 5 pour la 2rme, soit k1/k2 = .60 ou k, = 1 et k2 = 2 cc qui donne kl/k, = .5.

Des verifications ont 6t effectudes en bidimensionnef entre les approximations 1-1, 1-2 et 3-5 dvoqudes ci Jessus
et le cas 'rWel" obtenu par la solution rigoureuse prenant en compte le nombre exact de canaux sur les deux roues, ref. (4].

Les resultats ont montre que les ecarts restent faibles entre les trois derni~res solutions, alors. que le cas 1-1
pr~sc :ce des differences non ndgligeables.

2.3. M~thode de calcul

Voici bri~vement les principales caractdristiques de la mdthode utilisA-e

Les 6quations d'Euler (6quations de continuit6, de quantitd de mouvement et d'6nergie) sont directement
discr~tis~es dans l'espace physique qui peut comporter plusieurs domaines de calcul. Le rep&e choisi est un rep~re
cylindrique (R, e, Z).

Les 6quations discr6tis~es sont r~solues A I'aide d'un schema de Mac Cormack, capable de calculer les
dcoulements compressibles avec ondes de choc.

La viscosit6 artificielle utilis~e est celle de 'Turke] et Jameson". We. [5].

Le traitement des conditions aux iimile-, du domaine (ou des sous-domaines) de calcul utilise la th~orie des
relations caractdristiques, ou relations de compatibilite. Ls details sur ces techniques num~riques pourront 8tre trouv~s dans
les r~fdrences [61. [7] et [8].

2.4. Traitement numeriqjue sur l'interface dans le cas stationnaire.

Sur I'interface (fronti~re commune aux deux roues). la technique de reduction du nombre de canaux exposte au
paragraphe 2.2. pe net d'appliquer localemen I a condition de continuite axialo-radiale. Cette approche est donc
fondamentalement instationnaire.

Mai% on peut aussi envisager des dpproches stationnaires en effectuant A shaquij~iation une moyenne azimutale
sur des grandeurs caracterisant Ileoulement. Ces approches -mt I'intdr~t 6vident de ne n~cessiter qu'un seul canal de calcul
par roue (k, = k, = 1).

La premitre de ces approches consiste A calculer. A chaque rayon. un ecoulement azimutalement uniforme, par
exemple en cdlculant une movenne des grandeurs de calcul (:,Pv~, Pv/~,.p) Les consequences sont les suivantes
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i l'aval du premier domaine, on impose une pression statique moyenne venant du deuxi~me domaine.
i k lamont du second domaine, on impose la pression et la temperature d'arr~t ainsi que deux angles (valeurs moyennes
issues du premier domaine).

Cette approche est cependant rarement utilisable. En effet dans le cas d'un 6tage de turbine transsonique, ii W'est
pas rMaliste d'imposer une pression constante sur une fronti~re circonferentielle tr~s proche du distributeur, qui est
pr6cis~ment travers&e par des ondes de choc et de detente.

La seconde approche consiste A utiliser de faqon originale les possibilites offertes par les relations caract~ristiques.

Rappelons ces relations:

(1) (/3) V.(- -) = p'- (pa) Vn*

(2) p (i -(a)p (In + 1) = p (a 2wp

(3, 4) V, In ' V1 *

(5) p (" + 1) + (Pa) Vn In+1) = P* + (pa) V.,-

ou p = pression statique

p = masse volumnique

a = c&ldrit6 du son

Vn= vitesse normale A la fronti~re

V= vitesse tangentielle

avec les indices supdrieurs (n + 1) : relatif A la (n + 1) m it~ration
*: valeurs issues du schema.

Ces relations sont ordonn~es de (1) A (5) selon les valeurs croissantes des valeurs propres. Le choix du vecteur
normal d~termine la premiere relation disponible :si la normale entre dams le domaine de calcul, on prend d'abord la
relation (1) puis dventuellement (2, 3, 4) enfin (5) (sauf indication contraire, c'est cette convention qui est adopt&e).

Sur l'interface. A l'aval de la premiere roue, la vitesse normale est subsomique et sort du domaine de calcul
(Vn, < 0) : on utilise les quatre premieres relations de compatibilit6, et une cinquieme equation est necessaire. Celle-ci
ressemble A la condition de non rdflexion et s'dcrit

Dans les cinq equations, a-' et a sont calculds au point considdr6 du domaine 1. A partir des grandeurs 'calcul"

/OlfVr ,#V./v,,/5E. au pas de temps pricedent, indice (n). c'est-A-dire

a2 - (a 2), In) ( p) a(pa), In)

p, et V, proviennent du second domaine. Ce sont les moyennes arithm6tiques de ]a pression statique et de ]a
vitesse normale sur le pas de la deuxieme roue, (valeurs "schdma"), soit

P, = P2*

T1= * V,2' (compte tenu du changement de rep~re)

Un traitement svm~trique est etfectud A l'amont du second domaine. LA. la vitesse normale, toujours subsoniquie,
entre dam le domaine de calcul (Vn, > 0). Seule la premi~re relation de compatibilitd est disponible

pI,, . 11_( a)V n - 1) = it p ) ,

(tvidemnment a2 a a2) n)/a (p9a), In domaine aval. itdration precedente).

Les autres equations sont:

p a - (a /3

*, ''(aV '.I p+p)

dams lesquelles P2,' , V, V.2, 7, sont issues de moyennes faites sur un pas du lremieL domaine. c'est-A-dire

2 =P
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V.2= wVVI* (changement de reptre)

Contrairement A la premiere approche (6coulement azimutalement uniforme) des gradients en e existent A
l'interface, et le cas d'une turbine transsonique peut Wte trait6 sans ennui num~rique. Toutefois, ces gradients ne sont pas
les memes de part et d'autre de l'interface (autrement dit, 'ecoulement n'est pas continu axialement). Comme, de plus, cette
approche est stationnaire A cause de l'utilisation de moyennes, la signification physique de la solution ainsi obtenue reste
discutable dans les cas oii 'on soupqonne des effets instationnaires importants. L'un des buts de cet article est prdcis~ment
d'apporter une r~ponse A cette interrogation.

2.5. Prise en compte des effets visqueux

La simulation des effets visqueux [9] et [10] consiste i imposer une farce paridtale qui a pour effet de ralentir
la vitesse de l'tcoulement i la paroi. Cette force est directement lite A un coefficient de frottement donn6 tant que
'dcoulement W'est pas ralenti, sinan elke depend du gradient de vitesse locale.

Par suite de la viscosit6 num6rique n6cessaire au calcul, ii est cr66 au voisinage de ]a parol, une couche ralentie
dont une caract6ristique globale peut etre identique A celle d'une cauche visqueuse comme par exemple la m~me quantit6
de mouvement. Le profil des vitesses est certainement diff6rent de celui de la cauche visqueuse r~elle et en particulier, il
n y a g~n6ralement pas de vitesse nulle A la paroi,mais si l'on utilise un maillage ad~quat pas trop serre, on peut espdrer
obtenir une 6paisseur globale ayant un ordre de grandeur correct. On notera qu'avec une mod~lisation aussi simplifide, il
nWest pas possible de simuler A la fin 1'6paisseur de d~placement et l'dpaisseur de quantit6 de mouvement, puisque I'on n'agit
que sur un param~tre qui est la force A la paroi.

Neantnoins, cette simulation simplifike des effets visqueux donne, lorsque l'on effectue des comparaisons "calcul-
exp6rience", des r6sultats satisfaisants dans l'ensemble, par exemple sur les 6volutions radiales de certaines grandeurs
physiques en aval d'une roue mobile d'un 6tage de turbine.

3. CARACrERISTIOUES PRINCIPALES DE LA TURBINE ETUDIEE

Les calculs ant 0t6 faits avec les caract6ristiques suivantes communes aux essais effectuds sur la turbine
experimentale :

*Taux de d6tente =3,49

*Pression d'arret amtont :P,0 = 3,56 105 Pa

*Temp~rature d'arret :T,. = 399,7 K

*Rapport des chaleurs spdciflques Y= 1,397

*Chaleur spA-cifique A pression constante :CP = 1015 Jkg'K'

*Vitesse de rotation :N = 19 600 t/mn

*Nombre d'aubes distributeur :Z1  = 31.

*Nombre d'aubes roue mobile Z2= 53.

4. DESCRIMTON DlU BANC D'ESSAI

Le sch6ma descriptif du banc d'essai de turbine froide est reprtsent6 sur la figure a" 1.

La veine expdrimentale est composte, de l'amont vers l'aval, d'un divergent suivi d'une partie cylindrique jusqu'au
distributeur. Ensuite, vient la roue mobile qui peut etre d6cakte axialenient de faqon A effectuer des sondages sur l'interface.
Enfin. A l'aval de la roue, il y a une longue partie divergente qui arrive dans un caisson de tranquilisation.

Linstallation comporte diff6rents plans de mesure:

Ce plan est A environ 40 mm de l'axe d'empilage du distributeur oii il est possible de relever non seulement les
pressions statiques aux parois, mais aussi de faire des sondages en pression d'arr~t afin de connaltre son dvolution radiale
en axnont du distributeur.

Notons que cc plan de sondage est lkgtrement en avant de la fronti#-re amont du maillage utilist pour le calcul.
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Plan 1

Ce plan se trouve juste en aval du distributeur. 11 est possible de faire des sondages radiaux en pression d'arr~t

en retirant la roue mobile de faqon A connaitre l'dvolution que donne le distributeur seul.

Notons que I'exploration de I'dcoulement se fait sur un secteur angulaire au moins 6gal i un canal inter-aubes
du distributeur avec une sonde NACA permettant de determiner les valeurs moyennes; en pression statique et en pression
d'arret.

Ce plan se trouve A l'aval de la roue mobile.

La pression totale moyenne dans le plan de sortie est calcul~e A l'aide des param~tres suivants

*Ddbit 0.
*Temperature totale moyenne prise 6gale A la temperature dans la chambre de tranquilisation.
*Pression statique P.
*Angle moyen de l'dcoulement par rapport A l'axe de la machine.

De plus, sur les distributeurs il existe, pour trois hauteurs diff~rentes, un certain nombre de prises de pression,
aussi bien sur I'extrados que sur I'intrados, permettant de connaitre la distribution de pression. 11 existe dgalement dans le
canal inter-aubes un certain nombre de prises de pression aussi bien sur le moyeu que sur Ie carter ext~rieur.

5. RAPPELS SUR LES RESULT~rS INSTATIQNNAIRES DEJA OBTENUS

Avant d'analyser les r~sultats de calcul obtenus par les diff~rentes approches dont nous avons parl6 plus haut. ii
n'est pas inutile de rappeler les ordres de grandeurs des fluctuations instationnaires de l'dcoulement, ddjA largement analysdes
dams la r~fdrence [11].

Par exemple les variations de l'angle relatif en amont d'une roue mobile de turbine ainsi que les variations des
d~bits donnent une bonne ide de l'importance de ces effets instationnaires.

5.Cs as ~t

L'6volution en fonction du temps des valeurs locales de l'angle relatif pour la coupe de pied et pour la coupe de
tdte sont reprdsentdes, sur les figures 2 et 3 pour diffirentes positions azimutales rep~r6es par le schema de la figure 2.

Une analyse des 6volutions montre que les amplitudes ont des valeurs 6lev~es de l'ordre de 23 A 24* au centre
non seulement pour Ia coupe de pied mais 6galement pour Ia coupe de tete.

Les planches 4 et 5 montrent les variations de debit instantan~es en fonction du temps. au bard d'attaque et au
bord de fuite, dans les deux canaux de Ia roue mobile. 11 est visible en examinant ces 6volutions que, A chaque instant, les
variations de debit dans chaque canaux: sont relativement grandes. L'on remarque 6galement que les amplitudes sont plus
faibles A Ia sortie qu'A l'entr~e de Ia roue. celle-ci jouant probablement un r6le d'amortisseur pour le fluide qui la traverse.

5.2. Csae 2re

De mime que dans le cas sans perte I'6v 'ution en fonction du temps des valeurs locales de l'angle relatif pour
ia coupe de pied et la coupe de tate sont represent~es sur les planches 6 et 7 pour diff~rentes positions azimutales de la roue
mobile d6filant devant son distributeur.

L'analyse des dvolutions montre que dans Ic cms avec pertes, les amplitudes ont des valeurs beaucoup plus 6lev~es
que dans le cms sans coefficient de frottement constant aux parois. Par exemple, au centre du canal c'est-A-dire devant l'aube
centrale, on rei#-ve une amplitude de l'ordre de 320, soit aporoximativement 10 A 12* de plus que dans Ic cms sans; perte.
suivant que Y'on consid~re la coupe de pied ou la coupe de tate.

Comme dans Ic c&% sans perte, ii est indiqud sur les figures 8 et 9 les variations du debit instantan~es en fonction
du temps, juste apr6s le bard d'attaque et juste avant le bord de fuite, des deux canaux relatifs A Ia roue mobile.

Si on effectue une comparaison de ces 6volutions avec les planches 4 et 5, il est visible que les amplitudes sont
beaucoup plus fortes dans le cas avec pertes que dans celui ou il n'y a pas de frottement A- la paroi pour F'dvolution
concernant 1'entrde de Ia roue. et du mtme ordre de grandeur pour celles qui concernent Ia sortie des canaux.

Pour terniiner ces rappels indiquons que le fait d'avoir une simulation des effets visqueux diminue les effets
instationnaires sur les aubes de la roue mobile. D'apr6s cc qui prdcde on voit donc que les effets instationnaires sont tr6s
importants. D'ailleurs cela a 6t mis en dvidence par des animations num~riques du champ des pressions sur les aubes d'un
6tage complet.
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6. RESULTATS DE CALCUL

Dans cc paragraphe nous allons consid~rer deux cas bien distincts A savoir les calculs sans et avec pertes, ces deux
cas 6tant eux-memes d~coupl~s en deux parties diff~rentes c'est-i-dire les calculs avec l'approche stationnaire et ceux avec
l'approche instationnaire suivis d'une moyennne en temps de faqon & obtenir la solution de l'dcoulement moyennd.

Les maillages utilisds sont prisentds sur la figure 10. L~a figure 10a reprdsente la cas ou I'on prend en compte un
canal dans it distributeur et deux canaux: dans !a roue mobile et la figure 10b repritsente le maillage m~ridien utilis6 dans
tous les cas.

Diffdrentes grandeurs telles que le Mach relatif, l'angle relatif et l'angle absolu qui sont des grandeurs bien
reprsentaiives de l'&oulement seront montr~es ct analysees dans diff6rents plans successifs. Pour fixer les Wdes les plans
seront rep6r~s par rapport au bord d'atzaque et au bord de fuite de la roue mobile. En cc qui concerne Ics deux plans en
amont de la rouc mobile les abscisses sont respectivement x = -3,05 mm et x = 0.37 mm. De mame pour les quatre plans
en aval du bord de fuite les distances sont x = 1,323 mm, x = 6,764 mm, x = 8,654 et x = 16,591 mm.

6.1. Cacul san Mrt

Les calculs sont effectu~s avec des coefficients de viscosit~s artificielles et des param~tres a~rodynamiques
identiques dans les diff~rents cas de faqon A faire des comparaison valables.

6.1.1. Rdsultats avec I'approche stationnaire

Dans cc cas on redistribuc A chaque ittration certaines grandeurs rnoyennes (voir paragraphe 2.4) sur l'interface
entre les deux domaines de calcul jusqu'A obtention d'une bonne convergence. On obtient alors la solution moyennc des
grandeurs physiques regissant le fonctiorncement de I'dzage.

Les figures I1I et 12 montrent les 6volutions des 3 paranI~res choisis pour les deux plans amont ct les quatre plans
aval. On remarquc qu'il y a une certaine evolution radiale en fonction dui cheminement amont-aval en particulier en t~tc,
en cc qui concerne les angles amont et pour totes les grandeurs dans Ia zone en aval de Ia roue mobile.

6.1.2. Rdsult~ats anproche instationar

Cette fois le calcul est purement instationnaire et il suffit lorsque les crit~res de convergence sont atteints
d'effectuer sur une seule p~riode une moycune en temps pour obtenir Ia solution de l'6coulement moyenn6. Deux cas sont
alors A distinguer soit il a &i6 effectu6 un calcul en prenant en compte un seul canal sur chaque roue, soit de faqon A
am~liorer Ia prise en compte des effets instationnaires comme il a 06 expliqud au paragraphe 1 Ic calcul est effectud avec
prise en compte d'un canal c6t6 distributeur et de 2 canaux sur la roue mobile.

.a) Ca 1-

Comme il a d~ji 6tt dit dans les r~f6rences (31, [4] Ic cas ou l'on prend en compte I canal dans chaque roue
donne des r~sultats dui point de vue uniquement instationnaire diff6rents du cas 1-2. Malgr6 ces differences qui sont loin
d'tire nigligeables on pouvait se poser Ia question de savoir si oui ou non les moyennes en temps 6taient susceptibles de
donner les memes r~sultats ou du moins des r6sultats identiques.

Les figures 13 et 14 pT~sentent les r~sultats pour les diff~rents plans consid~r~s et les rcmarques effectu6es dans
le cas ci-dessus sont appliquables dans cettc configuration.

b) Qsa1-2

Du point de vue instationnaire cette configuration se rapproche plus de Ia rdalitd. Comme dans les cas prdc~dents
les 6volutions radiales des diffdrentes grandeurs caract~ristiques sont donndes sur les planches 15 et 16 avec les memcs
remarques dtjA dites ci-dessus. On peut quand mde ajouter quc les dvolutions en grandeurs sont reiativement fortes entre
des plans 6loigri6s, mais que les 6carts sont faibles entre deux plans trts proches. Ccci permet d'6viier des interpolations
lorsque l'on veut des rdsultats moyens pour une metme abscisse alors que les lignes de maillage samt tr~s faiblement inclintes
dans le sens radial.

6.1.3. Comoaraison entre les dciii approches sans perte

Les moyennes entre les cas ou I on prend en campie I canal sur chaque roue et le cas ou il y a deux canaux sur
la roue mobile. donnant rigoureusement les memes r~sultats les comparaisons ne soni faites qu'entre les cas 1-1 stationnaire
et 1-2 insiationnaire plus moyenne en temps. De plus pour les comparaisons en aval de la roue mobile les confrontations
enire les dciii approches ne sont faites que dans irois plans, le plan interm~diairc 6tant celui correspondant au plan ob sont
relevts les grandeurs exp~rimentales c'est-A-dire celui dont Ia distance au bord de fuite est x = 8,654 nun.

La figure 17 presente les comparaisons pour les 6volutions radiales du nombre de Mach relatif mayen pour les
deux plans situes en amont dii bord d'attaque de la roue mobile. Dans Ic plan situ Ie plus en amont on constate qu'iI v a
une l~gtre diffdrcnce consiante sur toute Ia hauteur de Ia pale. Pour Ie plan siiut juste devant le bard d'attaque l'dcari est
pratiquement nul pour les 50 % c6t6 coupe de tete alors que dui c6t6 de la coupe de pied les differences sont plus
significatives tout en restani faibles. La figure I8 inonire les comparaisons pour les angles moyens. On canstate des 6carts
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tr~s faibles dans le plan amont et pratiquement pas d'ecart sauf du c6te coupe de pied pour les r6sultats dans le plan juste
en amont du bard d'attaque. Notons pour fixer les Wdes que ces petites variations sont infdrieures au degr6.

Les planches 19. 20 et 21 donnent les comparaisons des evolutions radiales pour les trois grandeurs; physiques
consid~rees et cela dans les diff~rents plans en aval de la roue mobile. En ce qui concerne le nombre de Mach il n'y a pas
de difference pour les deux premiers plans dans le 3Rme plan un tras lager 6cart apparait du c6t6 coupe de t~te.

Pour l'dvolution radiale des angles relatifs moyens, on notera que les dcarts sont IA aussi trts faibles, de l'ordre
de 0,5' Ct que pour Ics angles absolus movens, les 6carts peuvent atteindre 1,50 localement du O~tt de la coupe de t~te.

Rearijug: 11 est dejA possible de dire que dans le cas des calculs effectu~s en fluide parfait ii n'y a pas ou presque pas
de difference sur les evolutions radiales des param~tres caracthristiques de l'6coulement entre les diff~rentes
faqons de mener Ics calculs.

6.2. Calculs avec pertes

Les diffdrents calculs ont 6td effectu~s avec les memes coefficients de frottement sur les aubes, moyeu et carter.

Cependant dans cette etude la prise en compte du jeu sur la roue mobile n'a pas dt faite.

6.2.1. Rdsuitats avec I'approche stationnaire

Les figures 22 et 23 repr~sentent 1'6volution radiale des diffdrents param~tes, dans les deux plans amonts et les
4 plans en aval de la roue mobile. Par rapport au cas sans perte les evolutions sont tr6s diff6rentes en niveau, mais les allures
des courbes sont les mimes sauf en cc qui concerne les angles absolus en aval de Ia roue mobile.

6.2.2. Rtsultats avec I applroche instationnaire

a) Cas 1-

Les figures 24 et 25 donnent les evolutions radiales comme dans le cas sans perte et l'on peut faire les memes
constatations que ci-dessus.

b) Ca 1-2

Les figures 26 et 27 montrent les evolutions des diffirems, parnmtues choisis. Comme dans le cas, sans perte on
constate avec des miveaux diff~rents, que les evolutions successives entre deux plans tr~s proches donnent des A-carts faibles
et meme nuls en cc qui concerne les angles absolus puisque les, courbes sont confondues, entre les plans 2 et 3 distants,
rappelons-le de 1.89 mm.

6.2.3. Comparaison entre les deux approches avec pertes

La figure 28 montre les cornparaisons pour les evolutions radiales du nombre de Mach relatif mo, en, pour les
deux plans situA-s en amont du bard d'attaque de Ia roue mobile. Contrairement au cas sans perte il n'y a pratiquement
aucune difference entre les deux approches.

La figure 29 donne les comparaisons pour les angles moyens. Comnic dans le cas sans perte irn constate des 6carts
infdrieurs au degrd dans le plan le plus en amont et des evolutions semblables sans 6cart significruLf dans le plan juste en
amont du bord d'attaque de Ia roue mobile.

Enfin les planches 30. 31 et 32 donnent dans, les diff~rents plans en aval de Ia roue les comparaisons des
evolutions radiales pour les 3 param~tres choisis comme 6tant le plus caract~ristique de !'ecoulement. Pour ce qui est des
evolutions radiales du nombre de Mach moycn ii apparait des 6carts relativement faPl es sur presque toute Ia hauteur de
pale et contrairement au cas sans perte ceci a lieu dans les 3 plans consid6rds.

En cc qui concerne l'dvolution radiale des angles relatifs moyens ii n'y a pas ou Presque pas de variations entre
les diff~rcntes faqons d'effectuer les calculs. Cette remarque s'applique 6galement pour les evolutions des angles absolus
moyens.

6.3. Comparaison "calcul-esperience"

Nous allons maintenant donner quelques comparaisons "calcul-exporience" pour les paramd-tres tels que l'angle

relatif. Ie Oebit e, la p.-ession d'arr~t.

La figure 33 presente d'une part les comparaisons entre les evolutions radiales de pression statique et d'autre part
les evolutions radiales du rapport P,/P,, de Ia pression d'arr~t locale sur Ia pression d'arrat A l'infini amont.

L'analyse de l'6volution de Ia distibution radiale de Ia pression d'arrtt montre qu'il y a une assez bonne
concordance entre l'experience et lc calcul dans toute Ia panic centrale de I'tcoulemcnt. Par contre en cc qui concerne les
valeurs exp6nmentalcs aussi bien du cdtd bas et haut de Ia veine, on note qu il y a des 6carts non n~gligeables.
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La figure 34 montre l',volution radiale de l'angle que forme ]a vitesse residuelle avec l'axe de la machine. Comme
dans le cas prc6dent, on note que la comparaison entre les r6sultats exptrimentaux et ceux donn6s par le calcul sont
satisfaisants pour les 3/4 de la hauteur de veine. Par cctre, en ce qui concerne l'6volution sur la pattie basse on note encore
quelques petites differences.

Enfin, )a figure 35 represente I'6volution radiale des debits sp~cifiques ; 1 aussi, on constate que les 6volutions
donnes par le calcul recoupent bien l'expkrience en ce qui concerne la partie centrale de '.coulement.

7. CONCLUSIONS

Cette 6tude qui a 6t6 entreprise de faqon k donner des 616ments de reponse, aux questions qui se posaient au vu
des r6sultats de calculs instationnaires montrant des variations de fortes amplitudes am nent les remarques suivantes.

Si on s'intdresse aux grandeurs instationnaires, pour avoir une meilleure connaissance des maxi et mini des
fluctuations des diffdrentes grandeurs physiques, regissant l'6coulement de faqon par exemple A analyser un phenom.ne local
plus finement, it faut necessairement faire un calcul instationnaire. Le dcoupage d'une priode, en fonction du temps
permettra d'avoir une evolution des param~tres avec une tris grande precision. Cela n6cessite de prendre en compte au
minimum un canal sur la roue fixe et deux canaux sur la roue mobile.

Maintenant si pour diff6rentes raisons, par exemple I'avant-projet d'une machine, on ne s'int6resse qu'aux
grandeurs moyennes globales de '6coulement, l'dtude ci-dessus sous peine d'investigations plus pouss&s montre qu'il est
pratiquement indifferent d'effectuer un calcul 3D avec les trois approches explicittes.

Bien entendu toutes ces simplifications et approximations ne sont admissibles que si I'on considre 'coulement
en amont du distributeur comme homog&ne. Or ce n'est pas le cas dans la rdalitt car I'dcoulement est fortement, non
homog~ne, instationnaire radialement et azimutalement. De toutes faqons dans ce cas il n'est pas possible A l'heure actuelle
de faire un tel calcul prohibitif en temps et en coOt.
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Figure 13 - Evolutions radiates des 3 paramrrtres en amont do la roue mobile - cas 1 - 1 instationnaire plus moyenne - sans pert.
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Figure 15 - Evolutions radiales des 3 paramitres en amont de la roue mobile - cas 1 - 2 instatlonnaire Olus moyenne - sans pefe -
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Figure 16 - Evolutions radiates des 3 parameires en aval dOe la roue mole - cas 1 - 2 instationnaire plus moyenne - sans pere -
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Figure 17 - Comparaisons des 6volutions radiales du nombre de mach en amant de la roue mobie - sans perte -
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Figure 18 - Corrparaisons des ilvolutions radiales des angiles relaiWs et absolus en amort do Ia rous mlobile - sans pete -
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Figure 19 - Comparaisons des d volutions raidiales du nombre de roah en aval de la rouie mobile - sans perle -
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Figure 20 - Comparaons des dvolutons radiales des angles relatifs en aval de la roue mobile - sans pee -
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Figure 21 - Comparaisons des 6volutions radiates des angles absolus en avall do Ia roue mobile -san's Porte -
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Figure 22 - Evolutions radiates des 3 parametf os en amont du bord drattaque do ta rouo mobile -Cas 1 - 1 stationnaire avOC Ponte
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Figure 23 - Evolutions radiales des 3 param tres en aval de la roue mobile - cas 1 - 1 stationnaire plus moyenne avec pertes
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Figure 24 - Evolutions radtales des 3 paramitres en amont de ia rous mobile - cas I - 1 instationnaire plus moyenne -avec pertes-
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Fiure 25 - Evolutions radiales des 3 paramtltres on aval do la roue mobile.- cas 1 -1 instationnaire plus Myenne ave(c penes
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Figure 26 - Evolutions radtaes des 3 paramiitres en amonl de la roue mobile - cas 1 - 2 insttlinn re plus moyne -avec penes -
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Figure 29 - Comparatsons des 6vokitions radialos des angles relatits at absolus en amona do la roueo mabile - avec peales; -

-Cas 1 - 2 instatiannaire. +mayenne

---------------------Cas 1 -1 stationnaire

hh h

H HH

32mm x 8.66mm x 16.59mm

0.5 0.50.

(M1*) moy0 (rel) maY 0 (M) may

0.8 0.9 1 1,1 1.2 0.8 0.9 1 1,7 1.2 0.8 0.9 1 1.1 1.2

Figure 30 Comparaasans des 6volubofis radiaes du nambre do Mach- en avall do I& ratio mobile - avec penles -
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Figure 31 - Comparaisons; des 6volubons radiales des angles relatits en aval de la roue mobile - avec pernes -
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Discussion

C. HIRSCH, UNIV. OF BRUSSELS, BELGIUM
de l'excellente concordance entre les distributions moyennes et les distributions

rationnel que vous avez montrie, mais compte tenir des fortes difference' dans lesI
pensez-vous que cette bonne concordance est un hazard heureux, ou bien fait-on en tirer des
conclusions plus genirals.

AUTHOR'S REPLY
11 faut se mfifier de tirer des conclusions ginirales ah partir de l'6tude d'une seule

configuration et nous avons 1'intention d'itudier d'autres configurations (en particulier
compresseur). Cependant ii nous semble que dane le cas d'un calcul Euler ce type de resultats
doit itre assez gin~ral, d'autant plus que la configuration etudiie est l'une de celle qui donne le
plus d'effets instationnaires. Nous ne sommes pas du tout certaine de retrouver un resultat
equivalent dane le cas d'un calcul Navier-Stokes eurtout si les effete instationnaires creent des
phenornenes d'hysterisis importants au niveau des dicollements sur les aubes.
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UNSTEADY EULER CALCULATIONS IN 3D INTERNAL AERODYNAMICS

7 7 N. Hadzidakis
F. Karagiannis3
P. Chaviaropoulosoo I Pa aUli oI I 1 II 111 1 1 1

National Technical University of Athens
Lab. of Thermal Turbomachines
P.O. Box 64069, 157 10 Athens, Greece.

model cannot simulate these flows and the
SUMMARY solution of the unsteady Euler equations is

imperative, even in the subsonic flow
This paper presents an implicit finite region.
difference algorithm which solves the
unsteady Euler equations in three dimen- In the past researchers have dealt with the
sional ducts. The present work is based on solution of unsteady Euler Equations in two
the Helmholtz decomposition of the unstea- dimensions (1), (2) and in three dimensions
dy velocity field into a potential and a (3), (4). These efforts treated external
rotational part. The geometry does not aerodynamics flow problems where the inlet
change with time, thus the unsteady nature boundary conditions were irrotational and
of the flow is due to the time dependent thus no vorticity was introduced in the
inflow and outflow boundary conditions. The domain. Internal aerodynamics flow problems
flow at the inlet is supposed to be (unsteady flows in ducts) with irrotational
rotational. Vorticity is introduced by inlet boundary conditions have also been
means of velocity, total enthalpy or even tackled (5). Recently two dimensional
entropy profile slope. The presented unsteady flows in cascades with rotational
results cover a wide range of reduced inlet boundary conditions were published
frequencies in the subsonic flow regime. (6). The solution of three dimensional

unsteady Euler equations in cascades is a
LIST OF SYMBOLS topic that has been dealt with by very few

researchers (7). However all the above
h static enthalpy mentioned research efforts solve the Euler
K Reduced frequency equations using the primitive variables
R, gas constant formulation.
S entropy
t,T time The proposed method applies the Helmholtz
T static temperature decomposition on the velocity vector. This
V velocity vector leads to a scalar and vector potential as
7"y'z Cartesian coordinates working variables. The rest working
0n0c Curvilinear coordinates variables are the total enthalpy, entropy

a speed of sound and secondary vorticity (or ellicity). It
y isentropic exponent can be stated that the total enthalpy and

function defining the secondary entropy fields, being primitive variables
vorticity in this formulation, are computed more

p static density accurately (8) than with primitive
scalar potential variables solvers, where the need of

V vector potential artificial viscosity impairs the convective
vorticity character of the flow. Implicit finite

w angular velocity difference schemes are used for the
si number of time steps per cycle solution of the governing equations. The

proposed decom- position leads to a second
Subscripts order unsteady equation for the scalar

potential, a vector Poisson equation for
t stagnation values the vector potential and transport
o free stream values equations for entropy, total enthalpy and
o normalization values secondary vorticity. The proposed
In normal to the inlet boundary formulation is an extension to a solver

component already developed by the authors for the
ex exit values two-dimensional case (9).

Superscipts As in the two dimensional case, the
solution procedure is divided in two steps.

n,* time level values The first step is a linearization around
the known "n" time level values which

1 INTRODUCTION provides an estimation of the "n+l" values.
The second one is a linearization around

The calculation of three dimensional these estimated values and provides the
unsteady flows in internal aerodynamics is correct "n+l" values. Thus the unsteady
necessary for the understanding of the equations are satisfied at each time level,
behaviour and performance of turbo- since they are converged using the second
machinery. A very commonly encountered case step. This fact reduces disturbing
is that of mnsteady flows with introduced truncation errors which occur if a simple
vorticity at the inlet by means of time Integration scheme (explicit or
velocity, total enthalpy or even entropy implicit) is followed. Greater time steps
profile slope. The unsteady full potential than those permitted by time integration
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3 THE SOLUTION ALGORITHM
schemes are used.

As in the two dimensional case (9), the
2 GOVERNING EQUATIONS solution procedure is divided in two steps.

The first one is the "initial guess" which
In order to permit the accurate description provides an estimation of the "n+l" time
of the boundary conditions the governing level values by linearizing around the
equations are written in a body-fitted known "n" time level values. The second
coordinate system (g,q,) of the form step is a non-linear one which linearizes

around the estimated "n+l" values and
9- 9(x,y,z) provides the correct "n+1" values.

n= (x,y,z) 3.1 Initial Guess
(1)

C- 9(x,y,z) An estimation of the "n+1" time level
values (denoted as "* values) is made. Let

T. t
*'=@n+A¢, 1P=IV+AW, S=ffSn+AS,

The form of the governing equations in this (11)
system can be found in Appendix I. The ht*-htu+Aht, A=*A+AA
equations in vector form are:

3.1.1 Continuity Equation
2.1 Velocity Definition

Considering that p=p(§,V,ht,S,A) the
V= Vt + V . V (2) density at "n+l" time level can be

2.2 Continuity Equations 
expressed as

P pn+ 1 +- A - +
- + V.(pV) a 0 (3) bPn +(-) A V+(- ) A' +aT

a P n Pn
2.3 Vector Potential and Vorticity +( Aht+(-) AS+(-) AA (12)

ht S a

-. V 0. Y) V and the density derivative as

-Z (--:W- Sh+(S A (htA-(2

ivI IVI IVI2 L rp k1 (pn*'-pn) k2 (pn-pn-1)

- = + (13)

= p+ - x 7S-Vht- (4) 4-0 -e
Iv1I T kj= - k = - (14)

4-20 4-20

V2Ws -9 (5) where e:0 for first order in time accuracy

- or or 9=1 for second order in time accuracy.

The density derivative terms can be

computed from the density equation (10).I p V.V Since though AW,Aht,AS,AA are not known a

P .VL- - . x(TS-Vht- (6) priori the density is linearized as in thep aT p 12a irrotational case (11},{13)

2.4 Entropy Equation pn+lpn+(i-) A1 , where

4POT

-+ V.VS 0 0 (7) bP n ()
(a) p (-V.V() (15)

(4POT a
2.5 Energy Equation

If eqs.(13)-(15) are taken into account,

4 V S the continuity equation takes the form
V.Vht- - V - - T - (8)

3T ~ T k1
- Pn(T Vn. 7) Vfl. +V. (pnDVAO)

2.6 Equation of State AT T

(ht/tre)l'I= -V.( pV)'- - (pn-pn-i) (16)
S-Sref=Rg In ] (9) ATPt/Ptref where -Pf A

2.7 Density Equation (-)hn (17)

V I/-I Thus Af can be computed from eq.(16) which
Pa Pt (I- ) (10) is solved using an AD approximate

2ht factorization scheme. Thus a V and p" can
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be computed as solver (14) and is presented in Appendix 1.

V'= V@*+Vxn 3.1.6 Density equation
(18)

IV" 1- -*The density p* is computed explicitly from
p. L I - eq.(10) as2tn I-' IV*,-"I

p*= pt,'- )V 1 (25)

3.1.2 Entropy equation 2ht*

The entropy equation is cast in the where ptr is explicitly computed from
following form eq.(9) after S* and ht' are found. Thus all

- quantities are updated at "n+l" time level
(1+ATV1V)AS - -ATVnVSD (19) and the non-linear step will be activated

in order to find the correct "n+l" values.
and is solved by the A.F. scheme of Rao et
al.(101. 3.2 Non-Linear Step

3.1.3 Energy equation 3.2.1 Continuity equation

The energy equation is cast in the form Let

1 I -+o 1 1AA, nl=40'+A4, htn aht +Aht,
Vn.Vht*= - - (Vn.V(A*)+TnAS] (20)

AT Snf+=Sn+AS, Anl+f=*+AA (26)

It is seen that a ht/ T term does np.t thus the density linearization around the
exist. The rotational part of the term bV/ "n+l" time level values yields

aT does not exist as well, since A-W is not
yet evaluated. The A.F. scheme of Rao et al p ap - ap -
is used but eq.(20) is not fully converged. pC4 =p*+(-) Af+(-) A+(-) Aht+
Only a few iterations are performed using a aht
local time step which corresponds to a
certain CFL number. ap. p .

+(-) (Sn+1-S)+(-) AA (27)
3.1.4 Vorttcity transport

The transport equation (6) is solved as The density linearization procedure is the
same as the one used in the initial guess.

1 P - Thus
(-) + Vn.V" =

P . T ap. -
pn+1=p+(,-) AOp*+p(- +V*V)A4 (28)
Pn+Vn*1(7 POT AT

- V. -x[TnVS*-Vht*- V(AO) (21) Using eq.(28), the continuity equation

p Vn12 AT takes the form

The solution procedure is the same as that (kiP*(- +V*V)+V.(p*V)JAO =
of the energy equation. Thus A* leads to AT2

the computation of Q* as

Vin I k1  k2
0 =fp'V*+--Sx[TnVS*-Vht- - V(AO)] (22) (p*-pn)+ - (pn-pn-i)+V.(pV) (29)

VfW12 AT AT AT

3.1.5 Poisson equation for V

p.The Poisson equation is written in a quasi- p= (30)
unsteady form (v-1)h*

(!-AtfV2)AW = Atf(Ql+ViPn) (21) which is solved by an AF scheme. Note the

subtle difference between the time terms of
This equation (in fact three scalar eqs.(15) and (28). More details are
equations for , is solved by a block- provided in (11).
ADI scheme where Atf represents a local
time step which corresponds to a certain After A4 is found, the velocity is updated
CF. number. Thus V* is evaluated and the as
estimation of the velocity field is

. -l V V~n42 + V x wn (31)
V. V* + V X '" (24)

The vector potential ; is represented using 3.2.2 Entropy equation

covariant coordinates. This formulation The equation is cast in the form
leads to coupled differential equations
with simple boundary conditions. This (1+ArVneIV)AS = -ATVn+IVSn (32)
formulation was introduced in the
corresponding steady three dimensional and is solved as in the initial guess step.
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3.2.3 Energy equation where u. corresponds to a given free stream
Mach number (here M.=0.4).

Since W* is evaluated, the equation takes
the form The imposed inlet normal velocity profile

for the unsteady case is defined as

Vn+l.Vhtnali (Vn+i.[V(*n+1-n)+ uJU(y,zT)=uJa(y,z,0)(1+0.2sin(kT)) (39)
AT

The governing equations are normalized by
+Vx(ai*I-Wn)]+T'n+tAS} (33) some characteristic values. Their form

remains the same after the normalization.
The solution procedure is the same as that x,y,z are normalized by co, V by V0 , ht by
of the initial guess step. V0 2, T by TO=cO/Vo, p by Po. For conveni-

ence Vofu., po=p(M-), co=c (the length of
3.2.4 Vorticity transport equation the duct). Thus the reduced frequency K is

This equation becomes Wc0  wc
- K = - = -- (40)1 p. - 1 7ni V0 u.

- (-) n+nI+Vn+.Vn+=- - V. -- x
p" rT p Vn+112 The enrtropy at the inlet must also be

specified at each time step. Here the flow
is assumed to be fully isentropic which isVn.1 7the most realistic for subsonic flow

( Tn+IVSn+I-Vhtn 1-  
- (34) problems, but generally the code can handle
T entropy variations.

The total enthalpy must be derived from the
and is solved as in the initial guess compatibility condition that the introduced

inlet vorticity from the velocity profile
3.2.5 Poisson equation for W must be the same as that of the entropy and

total enthalpy fields. Since the tangential
The Poisson is written in the form velocity components at the inlet are

- assumed zero, no secondary vorticity is
(I-AtfV2)i = Atf(ns1+V2*) (35) introduced in the domain (A-0). The inlet

plane is assumed to be orthogonal, so a
and the same solution procedure as in the local Cartesian coordinate system can be
initial guess is followed. Thus the updated attached. Thus the compatibility condition
velocity is is

Vn+l= Vfn+l + V x Wn+1 (36) V V
O=Vx =----x S-Vht- where V=u(y).i (41)

3.2.6 Density equation 
IV12 L P V

The density pn.1 is
which gives

pn+I pt' (I + ) (37) h I S
2htni - = (42)

y C, Y
where ptn~l is explicitly computed from
eq.(9) after the evaluation of ht

n
+1 and If S/ y is independent of y (linear

Sa *. entropy profile) the enthalpy is

It is noted that the unsteady equations of ht(y,z,T) = (ht(0,z,T) -

energy, continuity, vorticity transport and
Poisson appear at the right hand side of uin

2
(0,z,i) uin

2
(y,Z,T)

the non-linear formulation. If these )exp18/bY.Y/CP+ (43)
residuals are minimized to a desired level, 2 2
the non-linear step ends with the explicit
density computation. If not, the current where ht(0,z,T) is specified as
"n+l" values are set as -" values and a
new non-linear step is activated. In 14(y.O)
practice several non-linear steps are ht(0,z,T) = ht.- (44)
required for convergence. 6 T

4 BOUNDARY CONDITIONS The final quantity needed is the exit
normal velocity. It is well known that in

The definition of the boundary conditions an one dimensional unsteady potential flow
is the most difficult topic in internal the disturbances propagate with (u+a)(T=0)
aerodynamics, especially when the flow is speed if they are small and with (u+a)(T)
rotational at 'he inlet plane. The present speed if they are large. A coherent of
test cases consider ducts with orthogonal boundary conditions can be set if it's
inlet planes and the tangential velocity assumed that the disturbances propagate
components at the inlet will be assumed with (u+a)(0)(y=yOax) speed. Thus the time
zero. The inlet normal velocity profile delay is approximated as
will be assumed linear and its defining law
for the steady state is c 1

AtdeI • - (45)
un(y,z,0) = u.(l+O.ly/yN&x) (38) (u+a)(T=0,y-yS5 x) TO
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and the exit normal velocity follows the 6 CONCLUSIONS

law
The three dimensional unsteady rotational

uin(y,z,O) if 0i TATdel flow in ducts was discussed and some

U.x(y,Z,T) (46) results were presented. The boundary
Luio(y,z,0)(l+.2sin(k. conditions were the same as those ot a two
.(T-ATdol))) dimensional flow and fully th-ee

dimensional ones could be imposed in the

It must be noted that the imposed boundary future. The intriduced vorticity was

conditions are quasi three dimensional, treated without severe problems and the

More complex boundary conditions (p.ex. proposed code seems to be promising. For

secondary vorticity at the inlet) could be the moment the flow is limited to the

imposed which would lead to must more subsonic region. The next step will be the

complex compatibility relations for all testing of the code in more complicated

quantities involved, geometries.
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Energy Equation
8 APPENDIX I

)ht S
If we set ul=k, u2 =, u3= , the equations Ui - = Ui - ( +Uri)-T - (AI.20)
at the computational domain are )ui IT 41j

Continuity Equation Uri= UrJgij (A1.21)

b(pJ) I 1 W3 V 2+ (pJUi) = 0 (A1.l) Url= - (- - -) (AI.22)IT ui i , a

Entropy Equation i Wi Z
Ur

2
=J (- -- ) (AI.23)

- + Ui - = 0 (AI.2)
TUi I 4J Wij

Ur
3
= - ( - -) (AI.24)

Poisson J

; awigi (AI.3) where Ui are the contravariant velocity
components

where on u.=ct

WISO , V 1 0 K (Al.4) Ui. giJ - + Uri (AI.25)
uj

--(Jgi)w+Jgi - (W.) g the contravariant vectors, J the

jacobian of the transformation, giJ the
contravariant metrics, gij the covariant

.5 metrics and rj.
1 

the Christoffel symbols of
Jg- - (W) (AI.5) the second kind.

K s, no summation on K

i g - - -- (Al.6)

vw- aj.-WkP~ti - -0il (Al.?)1

i J

aj. - 2rl*g.v (AI.8)

1r, tk
Pk

i
- (- - rjlkr. J-rvjkrijj)gu (Al.9)
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for F=l, sl*100. First order in time run.
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for K=0.5, sl=160. Second order in time run.

Discussion

F. LEBOEUF, ECOLE CENTRALE LYONS, FRANCE
1) Pouvez-vous comparer lea avantages et les incovenients des formulations de Helmholtz et

de Glebsh?
2) La condition iL la limite amont (Eq. (43)) signifie-t-elle que vous ne pouvez pas choisir

het S indipendamrnent?
3) L'equation (42) est elie correcte? Elle implique que ap/ay = 0?

AUTHOR'S REPLY
1) Nous avons choisi la decomposition Helmnholtz pour les raisons suivantes:

a. II existe dejaL une experience tris solide sur ce sujet en ecoulements stationnaires
b. Nous avons une description precise des champs d'entropie 8 et d'enthalpie totaleht

puisque ces deux grandeurs sont utilisies comme variables ind~pendantes du probieme.
c. Nous n'ixitroduisons pas de viscositi artificielle dans nos calculs.

2) L'enthalpie totale ht est compliquie i definir, it cause de la formulation choisie. En
tous cas dans le cas simple que nous presentons ici, l'enthalpie eat independante de l'entropie
dans le sens 6u ht (o,r) est definie aL un point (A 1'entrie) independamment de S. La definition
arbitraire du profile de ht nous conduirait A des solutions sans sens physique, et une eventuelle
divergence du code.

3) L'equation (42) doit itre correctement ecrite de la faqon suivante:

8h I1 l 8 6 h Z2I
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THE APPLICATION OF A NAVIER-STOKES CFD METHOD
TO CIVIL ENGINE INTAKE FLOWS

by

Dr. N. T. Birch and Dr. E. H. Kitchen
Rolls-Royce plc, P. 0. Box 31, Derby, DE2 8BJ, U.K.

Dr. R. J. G. Norton,
Rolls-Royce, Inc., 1895 Phoenix Boulevard, Atlanta, USA.

SUMMARY S viscosity

Three-dimensional flows around civil engine
intakes have been calculated by a Navier- time
Stokes method. The full Reynolds-averaged
Navier-Stokes equations for viscous flow 7" temperature
are solved by an explicit time-marching
cell-centred finite-volume algorithm. To ji gas constant
ensure numerical stability, Jameson's
formulation of fourth-order and second- P P%, laminar, turbulent
order smoothing is used. Second-order Prandtl number
smoothing is switched on only in regions of
strong pressure gradient such as shocks.
The flow may be laminar or turbulent;
turbulence is treated by a mixing-length ratio of specific heats
eddy viscosity model. The algorithm is
applied on a body-fitted C-type computa- 1. INTRODUCTION
tional grid.

The method4 applicable to studies of The aerodynamic design of the engine
intake flow capcityleynolds nacelles of modern civil subsonic transport

capacity, Reynolds number aircraft is becoming increasingly important
scaling, separation limits, pressure in determining the overall aircraft perfor-
recovery and distortion, and nacelle drag. mance. As the bypass ratio (and hence fan
A series of flow conditions may be analysed diameter) of the modern rofan ene as
to produce, for example, a curve of intake increareof the modern turbofan engine has
pressure recovery and distortion coeffici- increased, together with the recent popu-
ent against mass flow. Initially the larity of the wide-bodied twin-engined air-
method was applied to an axisymnetric craft, so the nacelle drag has tended toal
intake, for which experimental surface become a more important component of total
pressures are available as well as results aircraft drag. In addition, ground proxim-
from a potential flow method with inviscid/ ity limitations for underwing powerplant
viscous interaction. Calculations were installations have tended to lead to
then performed for a 3D intake at high nacelle locations closer to the wing
incidence conditions and compared to both resulting in the increased risk of nacelle/
experimental data and inviscid/viscous wing aerodynamic interference.
interaction results, over a range of engine
mass flows. The results show that the These trends have increased the desirabil-
Navier-Stokes method successfully predicts ity of producing nacelles with the smallest
the trend of increasing loss and distortion possible maximum diameter. This, in turn,
over the full range of mass flow. The has led to increased attention being paid
results are also shown to be sensitive to to the intake design, for example through
Reynolds number and the assumed position of the reduction and circumferential variation
laminar/turbulent transition. of intake lip contraction ratio and the

increased circumferential asymmetry of the
external nacelle profile.

NOMENCLATURE
The choice of geometric design parameters

(Symbols not defined explicitly in the defining the intake represents a compromise
text.) between achieving the best possible perfor-

mance at design point (cruise) conditions,
density and ensuring acceptable engine face and

external flow at a wide variety of off-
Cartesian co-ordinates design conditions. To prevent degradation

of the engine performance and stability,
Cartesian velocity the intake must deliuer flow to the fan
components face with minimal pressure losses and low

distortion at various extreme conditions
internal energy including high incidence, static and

crosswind situations, for varying engine
r,, r,, viscous shear stress mass flows. Likewise, the external intake

components profile must be carefully chosen to ensure
that nacelle drag does not increase at high

P static pressure flight speeds, at reduced engine mass
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flows, and at high incidence. Figure 1 measured intake/nacelle surface pressure
illustrates the various critical off-design distributions at cruise-type conditions
conditions that must be considered in the (high Mach number, low angle of attack).
intake design. Schmilovich (Ref. 6) used a finite volume

potential flow method coupled to an
inverse, axisymmetric differential boundary
layer method, due to Cebeci and Smith (Ref.

-7) This was used to overcome the well-
known numerical stability problems associ-
ated with direct inviscid-viscous coupling
at off-design conditions, where the bound-

ary layer tends to separate. Schmilovich
/ used this economical scheme to show regions

a. Static b. Crosswind c. High incidence of separation in the intake at off-design
conditions, although no experimental data
were shown to validate the boundary layer
behaviour.

A number of methods based on the Euler
equations have also been used to analyse
the flow in subsonic intakes. Chen et al
(Ref. 8), Hirose and Akai (Ref. 9) andd. Drag rise e. Spillage f. Climb/engine out Vadyak (Ref. 10) have analysed nacelle

flows with embedded shocks. The main
advantage of the Euler type of method is in

Figure 1. Intake off-design conditions its ability to more accurately predict
rotational effects (e.g., shock waves),
which are not allowed for by the potential
flow equations. Viscous effects again may

The desirability of reduced intake contrac- be included by coupling the Euler solutions
tion ratio means that extreme care must be to a boundary layer method. Whilst the
taken to ensure that the intake aero- direct-coupled inviscid/viscous interaction
dynamics is acceptable at all these off- type of method would normally be expected
design conditions with a minimal margin for to give good performance predictions at
error. For example, the aircraft manufac- cruise or moderately off-design conditions,
turer will normally define the maximum this approach has shortcomings at extreme
aircraft incidence at which safe engine conditions. This is because the direct
operation must be guaranteed, over a range coupling of the inviscid and viscous
of flight Mach numbers (normally the regions becomes increasingly numerically
aircraft buffet boundary). The intake will unstable as separation is approached, and,
then usually be designed to ensure separa- at least for high incidence conditions, the
tion-free flow up to these limitations of flow field becomes increasingly three-
the flight envelope. To demonstrate this, dimensional. This makes the application of
a model of the intake may be tested in the a two-dimensional or axisymmetric boundary
windtunnel over a range of incidence and layer technique invalid and demands the use
Mach number to obtain internal separation of either a coupled 3D boundary layer
boundaries and limiting flow distortion method or the use of a Navier-Stokes
parameter values. Since windtunnel models method. The latter approach has been used
will normally be tested at sub-scale by Shrewsbury et al (Ref. 11). The advant-
Reynolds numbers such results will usually age of the Navier-Stokes approach is that
be pessimistic, leading either to conserva- it may be possible to analyse extreme
tive intake designs, or increased risk of off-design conditions, e.g., high incidence
engine problems at these extreme condi- separation boundaries, where limiting
tions. This highlights the need for both engine face distortion parameter values are
improved design rules in generating the required. This type of information would
intake internal and external aerodynamic normally be obtained from a windtunnel
profiles and an accurate 3D viscous CFD model test at a sub-scale Reynolds number.
analysis method, which can predict both A Navier-Stokes method could also be used
cruise and off-design performance at an to extrapolate model test results to
early stage of the design process, and full-scale. The difficulties with the
which can allow for scale effects. Navier-Stokes approach are well-known.

They include the difficulty of grid genera-
In recent years, the 3D analysis of sub- tion, turbulence modelling and the balanc-
sonic intake aerodynamics has mostly been ing of long computer run-times with high
performed using methods based on the Full resolution grids for accuracy.
Potential Flow or Euler Equations. Chen &
Caughey (Ref. 1), Vadyak & Atta (Ref. 2), The objective of this paper is to present a
Nakamura (Ref. 3) and Peace (Ref. 4) solved 3D Navier-Stokes method for the prediction
the potential flow equation on body-fitted of subsonic engine intake flows. The first
meshes for intake configurations. Reyhner part of the paper describes the governing
(Ref. 5) used a Cartesian mesh to analyse equations and numerical algorithm employed,
intake flows, the advantage being that the the choice of computational grid, and some
problem of generating a smooth, body-fitted details of the turbulence modelling. The
grid is avoided. Viscous effects were remainder of the paper is concerned with
modelled by Vadyak & Atta (Ref. 2) by the application of the method to both an
linking an axisymmetric integral boundary axisymmetric intake, and a more represent-
layer method to the potential flow scheme. ative three-dimensional intake geometry.
The published reports on these methods show Results are obtained for both full and
good agreement between predicted and sub-scale Reynolds numbers and are compared
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to those from a potential flow method and The heat flux components are
experimental data. These examples illus-
trate the usefulness of a Navier-Stokes OT T aTI1
approach for the analysis of intake flows (q.,qy,)-k(=-.k) (6)
at off-design conditions. ' 0

Effective viscosity i, and thermal diffus-

2. DESCRIPTION OF METHOD ivity k are given by
(., ,, (7)

2.1 Governing Equations it = lit + 7) k

The three-di..nsional Reynolds-averaged
Navier-Stokes equations for compressible
viscous flow may be written in a Cartesian i'i is the laminar viscosity. Turbulent
co-ordinate system as viscosity it, is zero for laminar flow, and

otherwise is given by a suitable turbulence
model. The laminar and turbulent Prandtl

at ap- X; all (1) numbers are taken as 0.72 and 0.92 respect-
ively.

2.2 Numerical Scheme
where U is the state vector and F .11 are
the flux vectors: The numerical technique used to solve the

equations is based on that developed by
Jameson et al (Ref. 12) for the Euler equa-
tions, and is similar to the Navier-StokesPI method of Swanson and Turkel (Ref. 13).

r= This is a finite-volume method in which the
PIC equations are written as a balance of
(PC, fluxes over hexahedral cells, with the flow

i pi variables evaluated and stored at the cell
Pu

-
+1-7- centres. The resulting discrete form of

(PU puV-r., ) the equations can be written as
pull,- r-

, P (2) -- + Qj + J D ) =  0 (8)
Pu t,- r~y

G= Pt +P- I where j.k are cell labels in a struc-
pVWrY1 tured grid. Q arises from the inviscid

pv] - ur - I't - u 79 + qV terms in the equations, V from the viscous

p11. and heat flux terms, and 1) represents
Ptu' -T.. smoothing or artificial dissipation which

H= pv,,- r,, is added to the equations. Following
pU,'+p- r Jameson, D is a blend of fourth order

Ul - , -7,, - u r.. + ,1smoothing to suppress odd-even point
oscillations, and second order smoothing

Assuming that turbulent stresses can be which is activated only in regions of
modelled by a viscosity coefficient in the strong pressure gradient such as shocks, to
same way as viscous stresses (Boussinesq suppress pre- and post-shock oscillations.
hypothesis), the components of the stress
tensor are Equation (8) is marched forward in time by

a two-step predictor-corrector method. The
2 (.2 d i , Ol physical residual for the solution at time

r " d \ ig- -) level is

T9~~ pd - dur~j5, V l /t O : Rf'") = _Q " - W-)I  (9 )

P 2 (2- - ;) - a'-
\: a, 7Y(3) The predictor step is

[o, UI , N

Ial at ) t"--"" + ,at(R(If" '
) + D~ , L '  )(10 )

\0: d / and the corrector step is

t r = 1'' + AI [((( " + D '* ( ii 1 )

Pressure, temperature and density are
related by the gas law Since the scheme is explicit, there is a

time-step restriction o the form
P = Pl?!" (4)

At < p (12)

and the internal energy and enthalpy i
are given by where r is an expression depending on the

local velocities and grid metric coeffic-
I ,+ ) p (5) ients for each cell, and( is a constant.

-- Ij, 2 p Hence, the maximum allowable time-step
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varies from cell to cell. Normally the Freestam
code is run by taking boundary

t=Cir (13) / External
downstream' , boundary

where C, is an input parameter typically
chosen as 0.8. /
The boundary conditions are as follows: Inak

Freestream: specified values of farfield d downstream
static pressure and temperature, Mach boundary
number, and flow angles (pitch and yaw).
Small perturbations to these farfield Engineorintakecentreline
conditions are imposed at the boundary
using characteristic based extrapolation.

Figure 2. C-type grid (schematic)
Walls: zero velocity, zero normal pressure

gradient, and either a specified wall
temperature or zero normal temperature
gradient. A master grid is created which describes

the body surface with sufficient accuracy.
External downstream boundary: specified If required, linear interpolation in the
static pressure (= freestream value), master grid is used to produce a calcula-

tion grid. For example, the number of
Intake downstream boundary: specified calculation points in the boundary layer
static pressure. region may be increased without regenerat-

ing the master grid.
Other variables at the two downstream
boundaries are obtained by extrapolation of 2.4 Turbulence Modelling
ID flow characteristics.

In the Prandtl mixing length model, as
Boundary conditions are implemented using implemented by Moore and Moore (Ref. 14),
dummy computational cells along each the turbulent (eddy) viscosity is given by
boundary. The grid axis, where one face of
each cell contracts to a line, is not a 1,pl

2D  (14)
physical boundary but merely a topological
boundary, where the dummy cell data is where I is the mixing length and D is a
obtained from the cell physically across generalised velocity gradient. The mixing
the axis. length in shear layers or boundary layers

is given by
For grids with around 40,000 

points,

changes in state vector variables typically W= E,. (15)
have reduced by 3 to 4 orders of magnitude
after around 5,000 iterations. This level
of convergence ensures that calculated where n is the distance to the nearest
total pressure losses can be quoted to wall, ' is the shear layer thickness, andh
precision better than that of experimental and A are constants taken as 0.41 and 0.08,
data. respectively. L, takes the value 1 except

in the near-wall region where it is the van
2.3 Grid Structure Driest damping factor,

The natural type of computational grid
structure for civil intake flowfields is a [_,;T,)'
C-type grid (Fig. 2) in which the grid I, = -,
lines wrap around the body. This grid (16)
system has been used previously in Refs. 2,
3, 4 and 6 and is also used for the poten- -i is a constant taken as 26. Because i,,
tial flow calculations described in this appears on the right-hand side of (16), it
paper. For Navier-Stokes calculations, the must be calculated iteratively (by succes-
grid need only be modified by adding extra sive substitution) in the near-wall region.
C-lines close to the intake surface, to The shear layer thickness (, is determined
resolve the internal and external boundary within the code by the behaviour of the
layers. A 3D grid is produced by circum- gradient of a shear layer parameter .-. Two
ferential stacking of grid sections around choices of ., are available, one based on
a common centreline. The only disadvantage total pressure and the other on flow
with this grid system is a tendency for vorticity.
skewed grid cells to be generated, particu-
larly in the vicinity of the centreline In regions away from any shear or boundary
upstream of the intake. This leads to the layers, the mixing length i is either input
possibility of the generation of numerical directly, or is given in terms of free-
errors in this region if the algorithm is stream turbulence intensity ',. and a
sensitive to skewness in the grid. The characteristic length i , by
relationship between grid quality and
algorithm behaviour is further discussed in = 377;, (17)
Section 3.

Clearly this is a rather ad hoc and approx-
imate treatment of freestream turbulence.



The generalised velocity gradient D is 060
given by Isentropic

macth- Navier-stokes

number .... pottiw
0. + Meff~redI data+ ' -'  )

(summation over indices 1 and J ). 050-

Laminar/turbulent transition may be model-
led within the code by de-activating the 0.45
turbulence model in specified regions of
the computational grid. 0.401
2.5 Potential Flow Method

Intake flowfields are routinely calculated
by a potential flow method with coupled -01 0 1 02 0-3 0-4 0-5 0-6
boundary layer. The three-dimensional X/DMAX
compressible flow equation in non-conserva-
tive form is discretised by finite differ-
ences in the manner of Jameson (Ref. 15),
using rotated differences to maintain Figure 3. Axisymetric subsonic case
computational stability in supersonic
regions. The resulting discrete system of
equations is solved by an implicit approxi-
mate factorisation technique, namely the Isentropic 161 N-S(132x35)
AF3 scheme described by Baker and Forsey number N-S(99x35)
(Ref. 16). Viscous effects are treated by 15. --- Poten~al

• " + Measured data

an integral boundary layer method which can 4
deal with laminar, transitional and turbul-
ent flow. This method is applied quasi- 131
axisymmetrically to profile sections along
the intake, and the boundary layer is 121
coupled to the inviscid flow by surface
transpiration. i.1-

1.0

3. APPLICATIONS
0-9

3.1 Axisymmetric Flow
0-8-0. 0 0.1 0-2 0-3 0-4 0-5 0-6

The first application of the Navier-Stokes X/DMAX
method is to an axisymnmetric model intake
(ARA6) which was tested at the Aircraft
Research Association Ltd. (Ref. 17). This Figure 4. Axisymmetric transonic case
geometry and test data has been used to
evaluate various CFD codes in recent years.
Calculated results for this case are Figure 4 shows results for the transonic
presented here to establish that the case (M = 0.85). The peak is somewhat
Navier-Stokes method can give similar underpredicted and the shock is smeared in
quality solutions to a more conventional the potential flow solution. Better
(potential flow) method, at well-behaved results are obtained, though still with
flow conditions. In the present study two some underprediction for a Navier-Stokes
sets of flow conditions are considered: a solution on a grid with 99 wraparound
subsonic case with freestream Mach number points. By increasing this to 132 wrap-
of 0.4 and intake mass flow ratio 0.697, around points the predicted peak and shock
and a transonic case with Mach number 0.85 are improved as shown in Fig. 4. Earlier
and mass flow ratio 0.587. (Intake mass attempts for this case displayed some
flow ratio is defined as An/.I where t, is localised, spurious total pressure losses
the cross-sectional area, at a large (up to 2% of /,) emanating from a region
distance upstream, of the streamtube near the axis upstream of the intake, where
comprising all of the flow entering the some of the grid cells were very skewed
intake, and .i, is the intake highlight (angles between faces less than 100). The
area.) Flow incidence angle for both cases grid was modified to reduce the skewness
is zero, hence the flow is axisymmetric as (avoiding angles less than 300), and the
well as the geometry. resulting total pressure field was

substantially improved (to about J% of I,).
Figure 3 shows results for the subsonic
case (M = 0.4). The grid used has 99 The shock location in the transonic case
wraparound x 35 radial points. The predic- has been found to be sensitive to the value
ted pressure distribution agree well with of freestream Mach number. Though nominal-
the measured data. Also shown in Fig. 3 is ly M = 0.85, there is some uncertainty over
the prediction from the potential flow the wind tunnel blockage correction to Mach
method described in 2.5 which in this case number (Ref. 17).
is of similar quality to the Navier-Stokes
predictions.
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3.2 Three-Dimensional Flow have a 'knee' leading to a rapid fall-off
as shock losses become dominant.

The Navier-Stokes method has been applied
to a Rolls-Royce plc research intake, Pressure recovery is defined as
typical of modern civil intake designs in
that the geometry is substantially three-
dimensional with local contraction ratio -
varying circumferentially around the -= - (19)
intake. This type of intake has been
designed for a modern high bypass ratio where 1, is the mean total pressure at the
engine in an underwing, twin-jet installa- fan face location and p, is the freestream
tion. The intake is drooped (i.e. intake total pressure. For Navier-Stokes solu-
and engine centrelines are not co-incident) tions the pressure recovery may be calcu-
to align the intake with the incident flow lated directly from the flowfield, whereas
at cruise conditions, which is subjected to for potential flow solutions with coupled
wing-induced upwash. The contraction ratio boundary layer it may be expressed in terms
on the bottom lip is increased relative to of boundary layer parameters as
that at the top, to give improved tolerance
to high incidence conditions. In addition
the highlight is markedly non-circular, /-i + (20)
with a flattened bottom sector, to meet ' /
representative stringent ground clearance where If is shape factor and (0 is momentum
criteria, thickness, both averaged circumferentially

around the intake. AL is one-dimensional
A 1/10 scale model of the intake was tested Mach number and lef intake radius, both at
in the transonic wind tunnel at the the fan face location.
Aircraft Research Association Ltd.,
Bedford, UK. This test covered a range of
high speed-low incidence, and low speed- (M=035, =21°ASA,12)
high incidence conditions to establish the
intake performance. Internal performance
was measured using a 5-arm, rotating rake
array containing 50 static and total
pressure probes. This was located at a
position equivalent to the turbofan com-
pressor face. In addition, the model was
instrumented with a series of streamwise
rows of static pressure tappings to assess
surface distributions. Intake mass flow
was measured by a venturi system.

The particular cases studied here have a
freestream Mach number of 0.35 and a flow/ T /
incidence of 21', for a range of intake / j
mass flows. This is close to the intake
high incidence separation boundary illus-
trated in Fig. ic. Fully turbulent calcula- L
tions have been performed using both the

Navier-Stokes and potential flow methods,
at full and model scale. The Navier-Stokes
solutions used a grid with 99 wraparound x Figure 5a. 3D intake bottom lip Mach
35 radial x 9 circumferential points. To number
appreciate the nature of the flow, Figs.
5a, b show the predicted bottom lip Mach
number and total pressure fields, respect- (M=0.35, u=21 ,A/Ai=1.32)
ively, at = 1.32, for the full-scale
Navier-Stokes calculation. Clearly evident P,= 101"35 kPa
is the shock located near the intake
throat, the subsequent thickening of the
boundary layer downstream of the shock Freestreamdirection
(Fig. 5a), and the losses arising from the --- *in- =
shock (Fig. 5b). Thus, prediction accuracy
is dependent on adequate modelling of shock,,
losses and shock/boundary layer inter-
action.

As the engine mass flow increases the
supersonic region on the bottom lipincreases in size, terminating in a shock --
of increasing strength. At the highest h
mass flows there may be a shock-induced
separation. Losses and distortion in total Enginecentreine
pressure at the fan face are due to the
boundary layer and the shock, with the
latter contribution becoming increasingly
important as mass flow increases. Hence Figure 5b. 3D intake bottom lip total
curves of total pressure recovery and pressure (kPa)
distortion coefficient against mass flow
function are reasonably flat at first, then
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Distortion coefficient is defined in terms Figures 6 and 7 show model scale measured
of the 60' sector containing the greatest data for pressure recovery and , along
total pressure loss around the fan face with the potential/boundary layer and
plane. In the high incidence cases here Navier-Stokes predictions at both full and
the worst sector occupies 300 on either model scale. For the highest mass flow the
side of the intake bottom line. The model scale Navier-Stokes solution has a
coefficient is defined as large flow separation with inflow at the

downstream boundary, violating the assump-
tions of the code. Hence this case has

7- 7., been omitted from Figs. 6 and 7. At lower
, =. - (21) mass flows the potential method agrees

fairly well with the measurements. Model
where 77 is the minimum mean total pres- scale predictions have somewhat greater
sure over a 60* sector, and !TT- is mean losses than full scale, since the boundary
dynamic head at the fan face plane. For layer is thicker relative to the geometry.
Navier-Stokes solutions i0.. may be calcu- As mass flow increases the potential method
lated directly from the flowfield, while fails to predict the rapid increase in
for potential flow with boundary layer it loss, since it does not take into account
is expressed as the shock losses and associated shock/

boundary layer interaction. Eventually the
inviscid-viscous coupling procedure breaks
down and results cannot be obtained.

. (li, +l)u 0,-.AI ( )

I K .)(22) The Navier-Stokes solutions predict the
reduction in pressure recovery and distor-

where in,, and . are shape factor and tion coefficient with mass flow the curves
momentum thickness averaged over the worst (Figs. 6 and 7) quite well. Full and model
600 sector. scale predictions of pressure recovery lie

respectively above and below the model
measured data, showing the correct trend
with scale (i.e. Reynolds number) but

Presure 10000 indicat.ng that there are additional
recry --predicted losses. These could be due to
klp 0.9m .... numerical truncation error but may also be

il attributable to the assumption of fully
turbulent flow, since in reality there will0- M4 be a region of laminar flow followed byFull avNie-stes transition to turbulence. To investigate

09060 scsi"-'. Poe*a layer K this latter possibility, two additional
model scale calculations have been perform-

--.- Navir-stoktlis ed by specifying a region of laminar flow090 Model' m Nav_ r-stke pary laminar \

scal j--- -Poktiihial/boundarylayer \ axially upstream of the point of transition
-+. -Meareddata (with eorbars) predicted by the potential flow/integral

0'9750 \ boundary layer method on the bottom lip
intake profile. This transition point is

0.9700 approximately at the shock position in the
100 105 110 115 120 125 130 135 140 throat as seen in Fig. 5a. This is only a

Mass flowraboAi.A crude estimate of transition location as it
ignores the circumferential variation
around the intake. The resulting points,

Figure 6. Pressure recovery of 3D intake labelled "partly laminar" in Figs. 6 and 7,
at N = 0.35, a = 21" lie significantly closer to the measured

data than the full turbulent predictions.
Hence, it appears that an accurate transi-
tion model is necessary to provide an

0-00 accurate prediction of model scale
eoenct t . ..-- c behaviour.

-~ _005 ------.. 5...
A more detailed study of the dependence of
the solutions on grid density would be

-0-10 required to investigate further the possi-
bility of any spurious losses arising from

Full -Navw-stobi numerical truncation error, connected with
-015 scale -- Potentiallwound layer \ grid skewness and density. In the current

-Navr-to.es \grid, excessively skewed cells have been
-020 Model Na-Stoliespary larmnar \ avoided, drawing on the experience of

scale .. --- Potenia/Bounldary Layer \ Section 3.1 above.
-025-- - Meesureddla

0 Figure 8 shows predicted and measured
isentropic Mach number distributions on the

0030 5 - - -".-----35140 intake bottom line for the same case as in
100 105 610 1-15 - 120 1-25 1'30 351 4

Massnowrato,,,A Fig. 5. The peak is underpredict-' by the
potential flow solutions. The Navier-
Stokes solutions predict the peak Mach

Fi ure 7. Distortion coefficient (DC6 ) of number better, and the shock position and
3D intake at N = 0.35, a =691- strength are seen to be sensitive to both

scale and the assumed laminar/turbulent
transition location. Predicting the
surface Mach number here is quite difficult
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(Fm tseM 0-35,a 21*AA-132) method fails to predict the sudden reduc-
I6a1otroPc 1.6 tion in pressure recovery with increasing
mach - N-Stuilscale mass flow, and at the very highest flows,

rv 5-- N-S modei scale the inviscid-viscous iteration procedurepatly laminar bek-arl Nmia breaks down. The Navier-Stokes method: ------.... N -S m odel scale

14 , --- Potential correctly predicts both the reduction of
1-3 Measureddata pressure recovery, and increased distor-

tion. The predicted effects of intake

124 scale (Reynolds number) and of imposing a
laminar boundary layer over the intake

111 leading edge indicate that an accurate
model of laminar-turbulent transition is

10o required to predict model scale behaviour.
0.9 A grid dependency study would be necessary

to quantify the levels of any numerically
0-8 generated loss. Even without this, on the

modest grid sizes used, the present method
0.7 0clearly shows advantages over traditional

0.7 0 0 0 0inviscid/viscous interaction methods inXJD*JA determining intake separation and shock

loss boundaries. The indications are also
Figure 8. 3D intake bottom lip surface that the Navier-Stokes method can be used

Mach number to account for Reynolds number effects,
overcoming some of the difficulties
associated with sub-scale model testing.
Overall the results are sufficiently

as the distribution will be strongly accurate to suggest that the Navier-Stokes
affected by viscous effects associated with method will have a useful r6le in the
the shock/ boundary layer interaction. In increasing refinement of the intake design
these situations, adequate grid resolution process.
and realistic turbulence modelling are
necessary to capture the details of this
complex feature. Perhaps surprisingly, 6. ACKNOWLEDGEMENTS
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Discussion

K. BROICHHAUSEN, MTU, MUNCHEN, GERMANY
In the computation of the internal intake flow you have imposed a "free-stream' boundary

condition with fixed static pressure. However, in the critical case of internal separation (e.g., the
high incidence case) the fan might have an influence on the separation itself. Do you think this
influence is negligible or how do you intend to cover it?

AUTHOR'S REPLY
The authors are grateful to the questioner for raising this point. Several workers (e.g.,

Refs. 1 and 2) have shown that the intake flow near separation can be strongly influenced by the
presence of the fan, in particular by suppressing the tendency of the flow to separate and
reducing circumferential distortion. The boundary condition at the fan face described in the

paper certainly is not appropriate in the case where a fan is present, but is appropriate when
comparing with isolated intake model test data, such as that presented. In the near future, the
authors are intending to incorporate alternative boundary conditions into the Navier-Stokes code
that model the effect of the fan via an actuator or semi-actuator disk approach, similar to that
adopted in Ref. 3. The successful implementation of such a model will then enable the
calculation of both an isolated model intake (without a fan) and the true engine situation.
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1. Hodder, B.K.: "An Investigation of Engine Influence on Inlet Performance.' NASA
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SUMMARY overall performance data with little flow
details only. However, flow details are

with increasing Mach numbers of high speed needed for flow diagnostics during the

vehicles there is a growing need for the optimization of an intake design.
design people to get information on the
steadily growing complexity of the flows Today Computational Fluid Dynamics (CFD)
outside and inside these airplanes. Today, shows great promise in contributing to flow
this need can only be satisfied by diagnostics. There ira various codes to
computational fluid dynamics (CFD) because calculate forebody compression,
above certain Mach numbers flows in shock/boundary layer interactions on ramps
windtunnels can no longer fully simulate of 2D intakes or on sidewalls (glancing

the actui'l flow physics. Especially for the shocks). Calculations of the flow in front
design of optimal propulsion systems which of blunt intake lips can help in the
are capable of economically propelling structural design and dimensioning of

aircraft to hypersonic Mach numbers cooling systems. Duct flows with wall bleed
understanding of the "real" flow is can be calculated by modeling the actual
mandatory. bleed geometry or by simplified bleed

models. Thus optimal bleed locations can be
This paper will address recently developed determined.
numerical elements of an advanced CFD code
regarding computational speed and accuracy. Sensor systems for the determination and

Results will be presented of several stabilization of the location of the final

calculations performed to gain insight into shock in internal compression intakes can
the flow in hypersonic intakes, be developed only when flow details (e.g.

the existance of a shock train and its

1. INTRODUCTION extend) are known. CFD can provide those.
With CPD it is even possible to investigate

The task for the intake designer consists surge interaction between close coupled

in designing an intake that delivers a intakes. On an engineering level there

specified mass flow with specified flow seems to be no CFD model to determine the

conditions at the engine face. On its way stability of shock boundary layer

the intake air is compressed from interactions in realistic intakes and its

free-stream to engine face conditions. The assurance by bleed, although on the

compression can be achieved by supersonic academic level much has been done in this

compression through shocks and/or subsonic area also.

diffusors depending on flight Mach number.
This flow process has to be accomplished CFD has the capability even to support wind

with as little losses as possible. In tunnel testing during the scaling of the

addition the flow distortion of the intake measured data to "realistic" Mach and

air can be limited by the distortion Reynolds numbers. CFD should be able to

tolerance level of the engine attached to discern radiation effects on boundary

the intake. For hypersonic air vehicles the layers and give guidelines to windtunnel

selection of a specific intake design can engineers when and how to perform hot

be governed by the overall performance of modcl/cold tunnel tests.

the vehicle, i.e. it may no longer be
possible to select an intake that is For all these calculations listed above CFD

optimized by itself. codes for the full Navier-Stokes equation
NS (steady or unsteady) seem to be

The design of hypersonic intakes usually is inevitable. However, not for all flow

accomplished by the use of a method of problems relevant turbulence models do

characteristics (MOC) coupled with a exist. Also, computer costs can become

boundary layer code. To determine the prohibitive especially for complex

performance of such an intake (or its three-dimensional unsteady flow

alternatives) models have to be built and calculations. Therefore, Euler calculations

tested. This approach, however, becomes can still be attractive for flow problems

increasingly difficult with increasing where viscous effects can be expected to be

hypersonic flight Mach numbers. For very small. The difference between their results

high flight Mach numbers testing facilities and NS solutions indicates the effect

with realistic flow conditions do not viscosity has on the flow. A further reason

exist. Also, testing techniques are not to still "play" (work) with Euler solvers

proven and pose considerable problems. is the fact that most NS codes are based on

Euler codes to which the viscosity terms

But even at moderate hypersonic Mach have been added. It is therefore absolutely

numbers wind tunnel testing today produces necessary to find out whether the Luler
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solution gives a solution for a particular EE-Ei ,l2,.,k E,-_/2,), k
flow problem with a minimum of numerical I -F
dissipation. These are the main reasons why Fj 1/2.k -
this paper deals with the solution of the G--Gik-1/2 Gi,],k-1/2
Euler equations for hypersonic intake
flows.

2.2 Left/Right State Definition

As an example a &-const cell face labeled
i+1/2 is considered, which separates the

2. OUTLINE OF THEORY cells labeled i (left cell) and i+l (right
cell). The states are determined such that

2.1 Flux Formulation the finite spatial difference occuring in
the model equation

The present code used for the theoretical
prediction of intake flows is a cell 6+XU& -0
centered Finite Volume Method (FVM). This
concept has become classic two decades is of second order accuracy. A useful
before with the work of MacCormack (Ref.l), ansatz is
Inouye and Rizzi (Ref.2). The 1
implementation of the flux evaluation at U1.i 1/2"Ui+(I - (Ui - Ui-L)+
the cell faces, however, is innovative and 1
incorporates the newest developments in +(4 + 4)(U1~1 - u1 )
characteristic theory. The fluxes occuring 1
in the Euler equations call for the flow Ur,i 11 2-Ui. 1 -(4 - 4)(Ui+ 2 - Ui I )+
variables at the cell face. In a cell 1
centered finite volume scheme, however, it +(4 + 0)(U +1 - Ui
is assumed that each cell carries its own
set of flow quantities such that exactly at The parameter f is restricted to values in
the cell face the flow variables are the range 1I<.25 for stability and
represented by step functions, which do not controls the accuracy and dispersion of
allow the straight forward definition of different schemes:
the latter values there. In the present
work this observation leads to a sound f scheme
theory based on the method of
characteristics. The system of equations to -1/4 upwind
be solved reads: 0 symmetric (Fromm's scheme)

1/12 third order biased
+(pU),+(pv)y +(pw) .-1/4 central

(Pui+(p+pu') +(puv) +(puw) .0 In the present work also another base point
interpolation has been investigated with

(Pvi+(Puv)x+(p+PV2) y +(Pvw) .0 minimum dispersion resulting from crossing
out the first uneven truncation error:

(Pw+(Puw) +(Pvw)y+(P+pW2 ),0 U1 ,i+1 /2 -aUi+bU_1.+cU++dUj 2

+u(p+e)a+bv(p+e)] y +[w(p+e) ]+cU

U2 +v2 +w2  were a,b,c,d are expressed by two
p-(y-1)(e-p 2 parametric quantities A,B:

1 b1_L(2+A+B)
The symbolic form is a-T 4(14+5A+3B) 2

6 9 + 9 0c -L ( 1 4 - 1 S A - 3 B d - - A B 2
24 24

It can be transformed to curvilinear The difference representations provided so
computational grids to read far need flux limiting to first order being

incorporated for shock capturing. This is
DU+E+F+G -0 achieved by a coefficient L which is unity

in smooth flow regions and zero at shocks:

D is the geometric mapping determinant (or
the discrete cell volume) and the new 1
fluxes E,F,G are functions of the U1 ,1+1/2 Ui+Li[ 4 (U- U- +

cartesian fluxes indicated by the tilde: 1+ + *)(U ,1 - U1 )]

Ur 1/ . , -U I I-L,. 1 [(- - *)(U, + - U1, )-

G-=C. +Fy + , -(I + f)(u 1, - Uf]

The geometric quantities , [ are the For the minimum dispersion base point
cartesian components of a &-const surface interpolation the parameters A and B
area vector of a finite volume. Similarly becnme:

%,ri ,n, are the components of a n-const 2
surface area vector and , ,,, are those A-2(1-L), B-B0 (- A) + 2A

of a C-const surface. The numerical
representation of the flux differences is where B0 is a user specified constant

controlling smoothing by the fourth order
truncation error.
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There is much latitude with the limiter L. identically transferred to the difference
Four posibilities have been tried out: representation of the fluxes. Therefore

they are chosen as entries for the
L-max(0,l- IM2  i.1/2 I) (Mach sensor) left/right state formulas.

2DD+cU2 (van Albada, Ref.3) 2.4 The Riemann Solution

D2 2 +cU'2 Now we try to evaluate the flow variables
D1 -u, -U D U'-U ,,+u -vector at a &-const cell face from the

U -U- r'U i-1U1 U- left/right state. For this purpose it is

The parameters a and c are user specified convenient to use the governing equations

constants. A further refinement is achieved in their possibly simplest form:

by increasing the order of the original van D.
Albada limiter: -s+X0 + 2 (xuE+yv +zw)+T*-O

201Drmax( Di , Dr I),+CU" 2  
0 xs -_ _LL __ __" ___A

u +
___ __

u
___ __- s S-

(Di2 +Dr
2 )max(IDI,IDrI)*+CU

2  V 1 Y

D*+X vt+X-i-2i 2a&- )Tv -
(van Albada/Eberle, Ref.4) Av  Y-1

with a being a user specified constant. Kw+X 0 w L +i-( 2 & -
Unfortunately the van Albada-type limiters y-1 s Y

may assume negative values at extrema of + T
the variables distributions. So we cut away A St+Ts=O

the negative part by the modification
This form requires some explanations. s is

0 -max(0'=1 ) the speed of sound, s-(yp/p)1/ 2 . S is an
In order to restore differentiability a new entropy defined by p-eSpy. & is the
limiter using 0 as the argument is :urvilinear abscissa usually aligned with

the i-direction. Suppose, that we are
L,-l-(l+nS )(l-0 )fl (Eberle, Ref.5) considering a &-const cell face, then

where n is an input parameter to adjust the X-xu+yv+zw is the normal velocity of that
limiter to any sharpness desired.cell face, the unit normal of which isDifferentiability is guaranteed for n>2. (x,y,z)T, and its area surface is A. D isthe local mapping determinant, which needs

not be calculated explicitly as we will see
2.3 Enhancing the Accuracy later. The T-vector is a symbol for all

Numerous choices are at our disposal which remaining (tangential) derivatives with
set of flow variables should be entry to respect to the n and c-direction. The above
the left an" right state: the primitive system of equations is nothing but the
variables p,u,v,w,p for example, the chainruled original non-conservative Euler
conservative variables ,1-u,m-pv,n-pw,e, equations written in the S,_,s variables.
etc. In this section we try to find out why Since all the derivatives are undefined due

the latter are best suited for maximum to the cell face step functions of the flow
accuracy. For this purpose we investigate variables, the partial time derivative is

the impact of a small change of the flow replaced by the total derivative along a

variables on the change of the fluxes. Let line passing through the cell face placed

us take a representative flux of the at & at time t+dt and a point on the

momentum equations: initial data level at &-d& and at time t:

f-puw (non-conservative variables) U10 d

f _n (conservative variables) 'in' denotes the initial state. If the
P value of dE is positive, the initial state

Now we assume a relative change of the is taken from left side of the cell facenon-conservative flow variables vector (Ul ) otherwise from the right side (U,).
With the time step being replaced by the

r-dU'/U" and calculate the relative change ratio of a length (D/A) and a wave speed X
of the flux such as to estimate the
consequence of a numerical error in the D
flow variables on the accuracy of the AX
fluxes.

df. uwdp+pwdu+pudw . d u dw -- the Euler equations assume the form{-- - + ---L
puw 0 u w X(s-sn)+( s& +

If we did the same exercise for a flux + 12S(xu+yV1+ZWE)+T5 d -0

occuring in the continuity equation, we
obtained a value for the relative flux X(u_)+[(X0_X)U +L__2 & - )+TU]d&-0
change being 2r and the energy equation u+Y-( Y
would give 4r. With the conservative
variables we obtain for any of the fluxes X(v-v~n)+[(X 0 -X)VtXL

2(2RE - &)+Tv]dE-0
the same value r, for example: Y1

lnzs +2 ~ - )+Tf dE.-0
df ldn+ndl - n) dl + n - - r X(w-wn )+ (X0 -X)wE+-(2E - Y

f 1 rl n PY1s

X(S-S, )+[(X 0 - X)S +Ts ]d -O
Only in the case of the conservative flow
variables the accuracy of a difference Performing the limiting process dEO
representation of the flow variables is removes all tangential derivatives to first
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r - - - Z_ sX0 )(P, -00 )+

order:2s
order: +[ sx-( y-l)u] (11-10 )+

X(s-s, )+(Xo-X)ds+-z s(xdu+ydv+zdw)-O +[sy-(y-l)v](m 1 -m o )+

xs
2 ds - ds) +[sz-(y-l)w](n 1 _no )+

X(u-un)+(X-X)du+ *-( 2 s - dS)l(e-e0)
Y-1 S y +(y-l)(e,-e)-

X(-i +(X Xdv y 2( - !S.0r 2S
2  2H 2 P

-[sx+(y-l)u](1 2-10 )-

X(w-w)+(°)d 2y-1 S - )-[sy+(y-l)v](m 2_m0 )-

X(S-S'n)+(X 0 -X)dS-0 -[sz+(Y-l)w](n 2 -n0 )+

XX 0 is an eigenvalue and generates the +(Y-l)e 2 -e0 ))

streamline relations: q 2 .u 2 +v 2 +w2  H-e+p (total enthalpy)
p

X-X0 : S-S 0 -0 u-u0+ax v-v 0 +ay w-w0 +az This Riemann solver contains only the
velocity vector and the speed of sound as

where 'a' is a velocity parameter to be coefficients which are taken from the sqS
specified later. The interpretation solver described previously. Therefore alI so
involving the left U, and the right state the homogeneous solver needs no iterations
U, is evident: If the eigenvalue is for improving the coefficients. It combines
positive (negative) then the flow variables both, homogeneity and high accuracy.
labeled '0' are taken from the left (right)
state defined above. The pressure wave 2.5 Shock Capturing
eigenvalues produce the solution for the
speed of sound and the velocity parameter All classic Riemann solvers cause problems
a: at shocks, if their strength exceeds a

X1 .X0 +sX 2-X-s: certain bound, since they produce
diffusionless centered differences at all

s1+s 2 +y' [x(ul-u 2 )+Y(Vl-V 2 )+z(wl-w 2 )] places where one of the eigenvalues changes
s 2 sign. Flux vector splitting, however,

S,+S 2 -2S0  retains a considerable positive matrix
2+ 2y diagonal contribution also at places where

the eigenvalues change sign. So blending of
r1 -r2  the Riemann solution with fluxvector

a-- splitting at shocks is an excellent tool to
keep the iterations stable. The split flux

r1 's1+ ((Y-l)[x(ul-u°)+Y(V-V°)+z(w1 -w°)]+ vector chosen for this purpose is in our
case a second order polynomial of the

+ !(SoS, )) acoustic eigenvalues with the streamline
Y eigenvalue being neglected. This way the

1 total temperature can be preserved to high
r2 -s2 - {(Y-l)(x(u2 -u0 )+Y(V2 -V0 )+z(w 2 -w0 )]- accuracy. After specifying the polynomials:

_ (S0-S2)} rjjmpA(X1 +1XI1)[M - 1 + (X 1 +(X --2M

The Riemann solver developed so far needs r1 r-{pA(X1 -iX I)[M - 1 ,I-2M,
no iterations but violates the homogeneous 4 + 8S
property since it works with - 1 -(-2M,1

non-conservative variables. Therefore it is r2 -{pA(X 2 +IX 2 I)[M -- ( I+-X2 - -
recast in conservative variables using the
differentials of the density and the r2 ,-(pA(X2 _IX 2 I)[M - 1 ,- bwct dfr- 2 M,pressure by which the difference Z (2- 8s)-'--~

representations are rewritten: where M is a user specified input
SdS) parameter .25<M<.75 controlling the desired

s - dS) dP-l( - - d) diffusion. A is the cell face area.If M is put zero, the splitting is that
proposed by Einfeldt (Ref.6). M-.25

Further expansions of these differentials recovers the van Leer fluxes (Ref.7). M-.5
with respect to the conservative variables is a flux splitting developed by the
o,l-Pu,m-Pv,n-Pw,e centered around the present authors (Ref.5) for overcoming
streamline state labeled '0' leads to the extremely strong shocks occuring in high
final homogeneous Riemann solver: speed flow. It is the possibly simplest

form of flux vector splitting and requires
P"o,+rl+r, least arithmetic. M-.75 improves slightly

l.10 +(u+sx)r:+(u-sx)r ,  the total temperature preservation feature
(Ref.5). The split fluxes are:

m-m0 +(v+sy)r 1 +(v-s)r 2  FO-r,1 +rlr+r 21 +r2 r
n-n0 +(w+sz) r1 +(w-sz)r 2 - xs

Fe(mXr(~ sxr)r(Uu - sx -
e eo+(H+SXo )r +(S sX °  )r 2  2YM- (uI- r +(M - ) 1 ] +

- sx s+[(u+ -)r,+(u - 2x )r21,
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The tilde (-) indicates that this value is
FP'-Iv +S)rv+( v - r&r,+ formed with the real gas variable yv:

-y 2

+1 s +YM) r, (V - )re. -- a
2__ ~T 2 ]r r -l 2

w tz Upon specifiying an inner energy e usingFp=l-(W+ Sz)rl+(W- z)~,2YM 2YMthe constant reference value y
sz

+w 2Yj)ri+(w; - 2YT )r2lr r-P+q
y-1 2

F'm[H(rl+r2 )]1+(H(rl+r2)lr the energy equation may be written as

- u~2M-I,0
2Y e+e-e+[u(e+e-e+p) ],-+6+[u(e+e-e+p)].-O

- 2M-1, Because time accuracy is not of interest at
Y °present, the time derivative of e may be

- 2M-l, neglected. After rearrangement, the energy
w 2Mz2-0  equation is obtained with a source term on

the right side:)lo-ux+vy+wz

(A.,A ,Az)T  e+[u(e+p)],=[u(e-_)],.[up(- - -Y-l Yr-l(xYZ)T A Written in general terms we have then

X1-Xo+S X2-X0-s ;+div[q(e+p)].divlqp( 1  -

With the Riemann solver and the flux vector

splitting two independent ways are p-(y-l)(e-pa-)
available to evaluate characteristic based 2
inviscid flux vectors. The Riemann fluxes This way the left hand side remains
are very accurate and do exhibit only very unaltered.
little diffusion. At strong shocks the
Riemann fluxes fail to avoid spikes in the 2.7 Implicit Formulation
flow variable distribution. An intelligent
interpolation between the two different The system of equations is solved using a
flux formulations uses a sensor n Newton timelike extrapolation. The Jacobian
discovering flow discontinuities: matrix is taken from the flux vector

F.FR,., (l))+?F. P I i t  splitting and not from the homogeneous
Riemann solver, since it turned out that

In order to keep the whole scheme the Jacobian taken from the split fluxes
differentiable the interpolation abscissa tolerates much larger local time steps. In
l>>O is made a symmetric polynomial with the smooth regions of the flow the time
vanishing slopes at n-l and n-0: step is switched to infinity. The switch is

based on a comparison of the size of the
maximum local eigenvalue and the smallest
matrix diagonal element. Although the

The coordinate t at a cell face i+1/2 is arithmetic work of establishing the left
composed from the minimum of all the hand side matrix is considerable (a
limiter values on both sides of the common multiple of that required for the fluxes)
cell face: improved convergence rates usually justify

the implicit approach. The system of the
-min{l'c=[l-min( i 's.)] ~linearized algebraic equations is solved by

The number is an input constant by means a repeated block Jacobi update, thus
Th numbe aiseninpu charaotstnt b ans allowing a high degree of vectorization and
of which the sensing characteristic ca n be portability to any vector or parallel
adjusted to the flow problem under ptera
consideration. The parameter m allows to computer.
switch off flux vector splitting comple tely 2.8 Iterative Grid Generation
when the flow is subsonic everywhere.

Although there are numerous grid generation
2.6 Real Gas incorporation schemes, we found in our work that there is

obviously no general method which overcomesReal gas effects of equilibrium flow can be all the problems occuring with complicated
easily incorporated if only the steady configurations. The simplest grid topology
state solution is of interest. What is particularly well suited for industrial
necessary for the physical modelling is a flow calculations past complex
table or splines telling the configurations still seems to be the
computerprogram the relation monoblock H-type grid. It requires least
Y.,,i~b.MY.(P, ). In this particular case man power, which only needs to be invested
the whole theory about the Riemann solution in the surface point distribution, where
and the flux vector splitting can be most of the 'handwork' has to be done. Once
retained with the consideration that Y the surfaces of the configuration are
(without subscript) is now a constant discretized, the space grid generation is
reference value. The only line in the Euler fully automatic and requires no user
equations where y occurs is the energy interaction. The theory of the method is
equation, which for convenience is written based on the fact that the grid point
for 1D: distribution should be stationary:

e+(iu(e+p) I,.Odx-dy-dz-0
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The first order Taylor expansion of this NS quality. The coefficient w is an under

statement in time and space with respect to relaxation parameter which is less than

the computational grid coordinates is unity if the equations are solved by the
block Jacobi procedure rather than point

dx=-dt+xrd&+x~d1+xrdC-0 Gauss-Seidel method, which may become

dn necessary on vector and parallel computers.

dz-zdt+zt d&+z, dri+zc dC-0

The displacement vector in the 3. RESULTS

computational space (d&,dn,dC)T can be
expressed by velocities multiplied by the 3.1 Scramjet Results

time increment:
The geometry for this two-dimensional

dt-Udt dn-Vdt dC-Wdt SCRAMJET can be found in the literature
(Ref.8). The grid used 'n these

By inserting the constituting equations can calculations is shown in fig.l in which

be written: every 5th point in x- and every 2nd point
in z-direction is shown. It is a simple

X+Uxr+VxV +WxE-0 algebraic grid with constant but different
grid distributions in different areas. That

y+Uy&+Vy1+WyC-0 is, no smoothing has been applied in the
distribution of the grid points. The number

z+Uzr+Vzr+Wzr-0 of grid points was 407 in x-direction and
155 in z-direction. The Euler code used was

Upon modifying the nomenclature of the the original EUFLEX code (Ref.9). This
velocities in the computational space by upwind biased code used the Mach sensor
the following definitions (see chapter 2) and second and

2szu 2shv 2sw fourth order smoothing.The result for
- - V- - - -M- M. - 3.0 is shown in figs.2 to 5. The lines

dt - dt dt of constant density in fig.2 clearly show

the update formulas for the grid that the code reproduces clearly all flow
coordinates are phenomena to be expected: ramp shocks,

reflected shocks, expansion waves, crossing
xnow=x+2(sZuxE+s, vxI+swxr shocks, interactions between shocks and

yn.w)y+2(s~uyZ+svy,+s~wyC expansion waves. The slip stream
originating from the trailing edge of the

zn..-z+2(stuzZ+snvzn+sCwzC) strut can best be recognized in the plot of
constant Mach number lines in fig.3. The

The derivatives on the RHS are upwinded: maximum mass flow deficit with respect to
the entrance mass flow is below 0.2 %, the

x s(u+1u1)x~d+(u-[u1)X&U] total temperature varies between -0.67 and
+S [(V+IVI)Xjd+(V-V)Xxu]+ +0.92 % of the entrance total temperature
+S1[(W+IWI)Xcd+(W--WI)X u] (fig.4). In fig.5 the Mach numbers behind

-x+s(ux +IulxE) the shocks (along a line K - const) are
+sn(vxn+Ivlxn) compared with those derived from oblique
+sc(wx+Iwlxt) shock tables. To remove the pre- and

post-shock wiggles in this solution some
more smoothing would have been necessary

Smoothing properties are enhanced by (and successful).

introducing a parameter p At a Mach number of m - 5.0 the shocks are

x.-x+s,[ux,+(Ilu+p)x,, + steeper and stronger. The result of this
+s,[vx,+(Iv+p)x'i"1+ calculation is plotted in figs.6 to 8. At
+stjwxC+((wI+p)x't] this Mach number the reflected shocks in

the outer duct hit the trailing edge of the
- z"-... strut. Nonetheless the code produces all

flow phenomena without any difficulty. The
Finally the numbers s ,,,r can be used for lines of constant density and Machnumber in
weighting the coordinate directions in figs.6 and 7, respectively, indicate this
order to avoid overspills in the vicinity clearly. The Machnumber distribution along
of highly curved surfaces. For this purpose the centerline in fig.8 no longer depicts
an accompanying potential f is calculated, pre- or post-shock wiggles, i.e. the smoo-
the gradient of which is used for thing for this calculation has been
identifying the weights: sufficient. However, at the same time it

it I I 0C I made the shocks somewhat thicker.

S- S, - St Increasing the Mach number to M - 10.0
increases the shock strengths and angles
even further. The interaction between the

St+S,+SE expansion waves and the shocks between the
struts become so strong that the shocks are

st -SSE s-, SS' SC-SS highly curved (figs.9 and 10). The mass
flow deficit has not been changed dramati-

All distributed functions (f,u,v,w) are cally (fig.ll). The maximum deviation is

found from the solution of Laplace about 0.25 %. The total temperature varies

equations in the computational space. between -1.96 and +0.6 % of the entrance

Suitable boundary conditions allow for the total temperature. That the shocks are

attraction of grid lines to the body rather thick at this Machnumber can be seen

surfaces such that the grids exhibit even in fig.12. The Machnumbers derived from



oblique shock tables again compare quite The Mach nurber distribution for the Euler
well with those from the calculations. calcul7titis on the two grids is plotted in

fig.16 vith the results for the medium grid
In order to improve the shock resolution of in fig.lbd and the results for the fine
the M - 10.0 results several modifications grid in fig.16b. It can be clearly seen
to the code have been tried. First the flux that the finer grid produces the sharper
of the vector splitting according to shocks and the area where the three ramp
Steger/Warming (Ref.10) was (at shocks) shocks coalesce is much clearer. Especially
blended into the solution. This blending in the third ramp shock for which the grid is
was accomplished with the help of the M' adapted best is extremly thin in the fine
switch. Later the flux vector splitting was grid solution. However, as a result of this
modified. Also, the switch was replaced by "shock fitting" the shock originating at
the van Albada limiter (Ref.3). Roe the intake lip appears to be thicker than
averaging (Ref.4) was incorporated, too. expected. The distribution of the mass flow
However, all these modifications have not deficit has been improved by the increase
worked satisfactorily. A result of one of in grid points (compare fig.17a with 17b).
these flow calculations (basic code plus
modified Steger/Warming flux plus van The details of the results are good in both
Albada switch) is depicted in fig.13. calculations. In fig.18 a close-up of the
Between the struts and behind the first flow around the intake lip (calculated with
shock crossing the lines of constant the fine grid) is plotted. The external
density reveal (unphysical?) "peaks" which ramp shocks merge outside the intake just
could not be damped out even by increased below and behind the tip of the intake lip.
smoothing. Compared with the solution of On the outside of the intake lip an
the basic code in fig.9 the result in expansion wave is created which interacts
fig.13 clearly depicts shocks and expansion with the slip stream behind the
fans that are more smeared out. intersection point of the external ramp

shocks and the shock formed by coalescence
of these shocks. The coalescence shock is

3.2 2D Hyoersonic Intake Calculations curved which results in a Mach number
gradient normal to the flow direction.

Although the calculations of the SCRAMJET
flows "proved" that the EUFLEX code is
capable to cope with the flow phenomena in Mach Number Effects
hypersonic intakes they also showed that
its results could still be improved at high By increasing the Mach number from M - 5.25
Mach numbers. This experience led to the to M - 5.65 the external first and second
development of the fluxes and switches ramp shocks coalesce in front of the tip of
described in the theoretical part of this the intake lip. This coalescence shock
paper. In addition the more refined grid merges with the third ramp shock just in
generation method described in the front and slightly below the intake lip
theoretical part has been implemented. With (fig.19). As can be seen the slip stream
this method it is possible to smoothly downctream of this coalescence point nearly
distribute grid points in the flow field touches the wall of the intake lip. The
and to attract grid lines towards solid curved part of the shock below the intake
walls. The distribution of points along lip is much shorter than in the flow of
solid walls has been done in a CATIA fig.16b (M = 5.25) and therefore the
system. At the users choice points can be resulting Mach number gradient is
distributed evenly or with attraction to distributed in a much thinner "layer". This
specified wall points. The findings from layer is also much closer to the intake
these investigations will be demonstrated wall than in the M - 5.25 flow. The
by results of flow calculations for detailed effects of this flow along the
realistic 2D airbreathing engine (turbo or external wall of the intake lip onto the
RAM) intakes. state of the boundary layer and its

consequences concerning friction and heat
The geometries of the intakes considered loads are still unknown to both the
differ from one another mainly in the experimentalists and the computational
geometry behind the throat. The ramp angles people.
and lengths are practically identical.

Grid Effects Start of Internal Compression with Bleed

For this intake two different grids have. For a given entrance Mach number of an
been produced. The medium grid plotted in internal compression intake the ratio
fig.14 consists of 161 grid points in throat area to entrance area must lie
x-direction and 65 grid points in between two limiting values (Ref.ll). These
z-direction. There are 26 grid cells two boundaries are determined from
spanning the height of the intake duct. The isentropic, inviscid flow calculations. For
fine grid (fig.15) consists of 300 grid Euler calculations this means that if the
points in x-direction and 106 grid points area ratio is too close to these boundaries
in z-direction. 52 grid cells are spanning the calculations will produce the unstart
the height of the intake duct. The length flow of the intake..For such a case where
of the intake duct behind the throat is the area ratio was too close to the lower
somewhat shorter for the fine grid than for boundary (fig.20) wall bleed has been
the medium grid. Some crude shock fitting applied on the third ramp inside the
has been attempted by arranging the surface intake. As in the experiment it is thus
grid points such that the point on the possible to establish a started flow
leading edge of the third ramp corresponds condition for the intake. In fig.21 the
to the point on the tip of the intake lip bleed area can be identified by the
(fig.14). expansion wave originating from the mass

removal of the bleed on the third ramp.



26-8

Real Gas Calculations an Euler code this means that at the-duct
evit a spcial "subsonic" boundary

In order to be able to consider real gas condition has to be implemented. Here,
effects the gas tables by Tannehill/Mugge prescribing in the exit grid cells a given
in the form of Reference 12 have been static pressure and extrapolating mass
incorporated into the code. The flow flows and density from the duct was
calculation with the medium grid in fig.14 applied. The result from one of the
has been repeated. As expected for these calculations is plotted in fig.27 in which
"low" Mach numbers the plot with lines of for Mach numbers larger than one lines of
constant Mach numbers (fig.22) is not much constant Mach number are shown. Clearly,
different from that of the ideal gas the final shock can be identified.
calculation (fig.16a). The ratio of Downstream of it the flow is completely
specific heats Gamma varies between 1.375 subsonic. This final shock is not a normal
and 1.401 in the whole flow field. Fig.23 shock (fig.28) because remnants of the
shows the Gamma variation of the grid line reflected shocks of the internal
along the intake duct bottom. compression reach him. Therefore the flow

towards this shock is not uniform. This
also leads to a non-uniform flow downstream

First Order Coefficients for the Riemann of this shock. The velocity vectors in
Solver fig,29 indicate that in the upper part of

the duct the flow is nearly stagnant,
This investigation has been performed with whereas in the lower part most of the
the fine grid in fig.15. Here, instead of intake mass flow is transported towards the
the higher order coefficients, i.e. the engine face.
extrapolated flow variables at the cell
faces, first order coefficients, i.e. the The flow calcilati' wa- started by
neighbouring cell flow variables were used assuming free stream flow on the outside
for the Riemann solver. The plot with lines and inside the intake up to a selected
of constant Mach number (fig.24) indicates station downstream of the throat. There a
very smooth shocks although they are normal shock was assumed to exist followed
thicker than those for the higher order by subsonic flow. One-dimensional flow
coefficients solution in fig.16b. For this theory was used to prescribe the flow from
solution to become smooth the limiter had there down to the engine face.
to be tuned to be extremly sharp, i.e.
limiting took place at the smallest The calculation of this flow is very
waviness of a flow variable. This is quite difficult because the final shock not only
in contrast to the solution with higher reacts to very small changes of the duct
order coefficients for which only little exit pressure but also to small changes of
limiting has been necessary. From this the numerical smoothing during the
result it could be concluded that the iteration prccess. Especially when the
higher order coefficient Riemann solver is shock is very close to the throat it is
superior to the first order one. extremely difficult to select the

appropriate exit pressure and code
parameters. However, Euler investigations

Subsonic Region like this are absolut necessary if one
wants to gain some sort of "feeling" for

The calculation performed on the medium the reliability of Navier-Stokes solutions
grid (130 x 60 grid points) in fig.25 based on this Euler code.
revealed an interesting flow behind the
intake throat. For a Mach number of
1 - 5.25, i.e. slightly below the Three Dimensional Intake Flow
shock-on-lip Mach number, a subsonic flow
region occurred on the ramp side. Between For highly integrated configurations the
the third ramp and the curved intake duct flow from the forebody can be
there is a "corner" point. At this point three-dimensional. It is also varying with
the reflected internal compression shock flight Mach number. That means an
was meant to extinguish itself at design optimization problem for the intake
conditions. For this off-design condition designer who has to account for these
this jump in wall slope leads to an three-dimensional flows when designing
expansion which is immediately followed by sidewall and lip shapes. In addition
a shock after which subsonic recirculating sidewalls have a finite thickness. This
flow exists (fig.26). If this flow is again means an optimization problem with
"real", i.e. not due to numerical effects, the two possibilities of choosing either
it can be suspected that this is a flow very long sidewalls with subsonic leading
that is most likely to lead to separation edges or shorter sidewalls with additional
and possibly to unstart of the intake. In shocks entering the intake. Euler
addition the slip stream behind the shock calculations are very helpful for the
interaction that goes down the duct can be solution of the latter optimization problem
the source of instabilities of the intake because the effects of the additional
flow. Euler calculations like this one can compression due to sidewall shocks can be
give valuable hints on the existence of investigated and accounted for.
such problems (well before an intake model
has been built and tested). The geometry of the three-dimensional

intake used in this calculation is shown in
fig.30. It possesses three external ramps.

Complete Duct Flow The sidewalls start at the second ramp.
Their leading edge is a sharp wedge. In

The Euler equations are able to describe order to have the maximum thickness of the
both the supersonic and subsonic part of sidewall at the tip of the sharp intake lip
the flow in a mixed compression intake. In the wedges of the sidewalls extend in front

and below the intake lip.
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For this geometry the surface grid was The Euler code versions EU2DIN and EU3DIN
constructed on a CATIA system (Ref.13). As (developed from the MBB EUFLEX code) for
can be seen in fig.31 this grid is somewhat two- and three-dimensional intake flows,
coarse. The space grid was determined with respectively, are being used during intake
the three-dimensional version of the method design to validate the design procedures
described in chapter 2.8. It is a one block and to calculate intake 14p drags.
H-type grid. Determination of the effects of real gas

and mass removal by bleed is possible and
The calculation has been performed for a will be carried out.
Mach number of M - 5.63 in front of the
first ramp. The intake is an belly-type Validation of the codes will be performed
intake. In the calculations the bottom of in the near future by comparing calculated
the vehicle has been simulated by a flat and measured data of a hypersonic intake
plate surface. In the following the result model.
is depicted in lines of constant Mach
numbers on surface planes or on grid planes
in the flow.

In fig.32 a view of the intake in flow REFERENCES
direction and from below is shown. In
addition to those on the body surfaces 1. MacCormack, R.W.,"A Numerical Method for
lines of constant Mach number are also Solving the Equations of Compressible
shown on the vertical centerline plane of Viscous Flows", AIAA-Paper 81-110, 1981
the intake. On this plane the three
external shocks are recognizable. These 2. Rizzi, A., Inouye, M,"Time-Split
three shocks coalesce in front of the Finite-Volume Method for Three-
intake lip. The resultant shock below the Dimensional Blunt-Body Flow",
intake lip is very thick due to the coarse AIAA Journal, Vol. 11, No. 11,
grid in this region. There is an expansion Nov. 1973, pp. 1478-1485
taking place around the lower corner on the
outside of the intake (bottom/sidewall 3. Van Albada,G.D., Van Leer,B.,
corner). Roberts,W.W.,"A Comparative Study of

Computational Methods in Cosmic Gas
In fig.33 the centerline plane is replaced Dynamics", Astro. Astrophys. 108,1982
by the sidewall plane. The external shocks
appear to be somewhat clearer. Also, it can 4. Eberle A., Rizzi A., Hirschel E.H.,
be seen on the ramp surfaces that whereas "Numerical Solution of the Euler
the footprint of the first ramp shock Equations for Steady Flow Problems",
indicates its two-dimensionality the second Volume 33 of Notes on Numerical Fluid
and third ramp shocks are more or less Mechanics, Vieweg, Braunschweig,
curved due to the sidewall effects on the Wiesbaden, 1991, to appear
flow. To demonstrate this even better in
fig.34 a horizontal plane has been added. 5. Eberle,A.,Schmatz,M.,Bissinger,N.,
On this plane the lines of constant Mach "Generalized Fluxvectors for
number show that the second ramp shock and Hypersonic Shock-Capturing",
the sidewall shocks merge and form a highly AIAA Paper 90-0390,1990
three-dimensional surface. It can also be
seen, how the first ramp shock wraps around 6. Einfeldt,B.,"Ein schneller Algorithmus
the intake. zur Lbsung des Riemann Problems",

Report 38,Institut fUr Geometrie und
Praktische Mathematik,

4. CONCLUDING REMARKS RWTH Aachen,Germany,1986

This paper describes in detail newly 7. Van Leer,B.,"Flux Vector Splitting for
developed numerical elements of an Euler the Euler Equations', Lecture Notes
code. Flow calculations have been in Physics 170,1982
accomplished and results are presented for
a variety of both two- and 8. Shapiro,R.A.,"An Adaptive Finite Element
three-dimensional intake flows. Solution Algorithm for the Euler

Equations", Ph.D. Thesis, MIT,Cambridge,
Results indicate that the code is able to Massachusetts, 1988
produce all possible flow phenomena
occuring in high-speed intakes with very 9. Eberle,A.,"Characteristic Flux Averaging
high accuracy. Shock resolution is high if Approach to the Solution of Euler's
the grid is fine enough. Changes in flow Equations",VKI-Lecture Series 1987-04
variables across shocks agree with values
from oblique shock tables in NACA1135. 10.Steger, J.L., Warming,R.F.,"Flux vector
Intake mass flow conservation is excellent. splitting of the inviscid gasdynamic

equations with application to finite
A newly developed grid generation procedure difference methods", J.Comp.Phys.,
is described also. This procedure is able Vol.40, 1981, pp.263-293
to produce grids both for Euler and
Navier-Stokes calculations. Calculations
have been performed with a simple algebraic ll.Schwab,R.R.,Going,M.,Aulehla,F.,
grid and with the new procedure. A sort of Weinreich,H.-L.,"Einige Gesichtspunkte
"shock fitting" improved results only zur Auslegung eines Hyperschall-
locally. In other regions of the intake Antriebssystems im Hinblick auf die
flow results at least degraded slightly. Abstimmung von Einlauf und Heck mit dem
Grid embedding should be able to overcome Triebwerk", DGLR Jahrestagung,
this. Darmstadt, Sept.1988
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Close-up of the shock system at the intake lip:

Lines of constant Mach number (am - 0.1)
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Fig.19: Fine grid - M - 5.65

Close-up of the shock system at the intake lip:
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Fig.21: Starting of internal compression by ramp bleed
Lines of constant Mach number - M - 5.25 - Medium grid

Fig.22: Real gas calculation
Lines of constant Mach number - M1 - 5.25 - Medium grid

1.420 r GAMM~A(TANNE-1ILL)LINE K z 39

1.375 < Gamma > 1.401 in whole flow field

1.400__________________________

350

Fig.23: Real gas calculation
Ratio of specific heats along grid line k -39 (intake bottom)
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(am- 0.1)

Fig.24: First order coefficients result
Lines of constant Mach number - M- 5.25 - Fine grid

~~Ramp 1Ra2

Ramp3

Intake Lip

Fig.25: Medium grid for second intake duct shape (130x60 grid points)

. SUBSONIC REGION

LINES M > 1.0
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FLOW DIRECTION

Fig.26a: Subsonic region downstream of throat
Lines of constant Mach number - M - 5.25 - Medium grid
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Fig.26b: Subsonic region downstream of throat
Velocity vectors showing recirculation region
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Fig.30: Three-dimensional intake

Fig.31: Surface grid for three-dimensional intake
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Discussion

M. FORDE, UNIV. OF TRONDHEIM, NORWAY
In Fig. 16(a) the shocks shows a wavy pattern, what is the reason for this?

AUTHOR'S REPLY
The solution in Fig. 16(a) has been calculated with the medium grid of Fig. 14. In Fig. 14

it can be seen that at the location of the shock below the intake (Fig. 16(a)) the distance
between the 'horizontal" grid lines is large compared to the distance between the "vertical,
ones. Therefore, it can be concluded that the waviness of this shock is due to the grid density,
i.e., cell aspect ratio, and possibly to the angle at which the shock is crossing these elongated
grid cells.

T. VOGEL, DLR, GERMANY
Which boundary condition did you apply for the lower boundary in Fig. 27?

AUTHOR'S REPLY
The lower boundary in Fig. 27 is far from the area of interest of this calculation. (The

calculation was aimed at determining the flow inside the intake.) Therefore at this boundary,
free stream conditions have been set and held fixed there. As a result of this some disturbance is
entering the flow where the shock hits this boundary.
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THREE DIMENSIONAL SOLUTION OF INTERNAL FLOWS
USING A CELL VERTEX FINITE VOLUME METHOD

Erdal Oktay, i.Sinan Akamandor, Ahmet S. Ucer
Middle East Technical University

06531, Ankara - Turkiye

ABSTRACT:

The numerical solutions of internal three dimensional Euler flows have been obtained, using a cell vertex finite
volume method. The solver which has been developed, has been applied to a wide range of subsonic, transonic and
supersonic test cases among which are the Ni-bump channel, the supersonic wedge cascade and the Squire and Winter
90' bend channel. A second order accurate, one step Lax-Wendroff scheme has been used to solve the unsteady
equations, discretized in strong conservation form. Characteristic boundary conditions have been used along with
appropriate artificial viscosity and smoothing models. The results illustrate the established flow symmetry in a
subsonic Ni-bump channel, the shock - boundary interaction in transonic and supersonic Ni-channels and wedge cascade
and finally, the secondary flow within a 901 bend channel. Despite the wide range in the Mach number and the
diversity of flow geometries which have been tested, close agreement have been obtained with available analytical
and numerical results associated with these test cases.

INTRODUCTION:

In recent years, Computational Fluid Dynamics (CFD) codes have been increasingly used for studying advanced
aerodynamic phenomena in internal and external flow situations. Within this fertile environment, very efficient time
marching finite volume methods have been developed for solving the 3-D Euler equations. Among others, two main
strategies are popularly followed in the approximations of (mass, momentum, energy) integrals over the surface of
control volumes in the computational mesh: These are the cell centered and cell vertex schemes. These two approach
have fundamental differences in the formulation of discretized equations for internal and boundary points.

a) Cell centered scheme: As it names implies, the flow properties are calculated at the center of the computational
cell. This scheme was applied by Jameson, Schmidt and Turkel III and by Allmaras and Giles [21 to 2-D flow fields.
Jameson and Baker [31 and Rizzi [41 have also successfully applied this scheme to compute complex 3-D
configurations.

b) Cell vertex scheme: In this scheme, the flow properties are assigned at the vertices of the cell, once the changes
in conserved quantities have been evaluated at the center of each face surrounding each nodal point. Ni 151 and Hall
[61 applied this scheme to inviscid 2-D flows, while Koeck [171 and Denton 181 employed cell vertex schemes to calculate
3-D flow solutions.

A comparison of accuracy of cell centered and cell vertex finite volume schemes have been reported by Rossow,
Kroll, Radespiel and Scherr [9]. Furthermore, a third order accurate, conservative cell vertex formulation have
recently been developed by Powell and Leer 1101 by coupling this scheme with a downwind-weighted distribution step.
The 2-D and 3-D problems are solved using a direction split method with the upwinding directions normal to the
faces of the computational cells.

The aim of the present paper is to apply a Lax-Wendrorf based cell vertex scheme to several internal flow problems
including the subsonic, transonic and supersonic Ni-bumps [51, the Agard PEP WG-IS supersonic wedge cascade 1lii
and the secondary subsonic flow within Squire and Winter 90 bend channel 112]. The algorithm is second order
accurate in space. In the central differenced first order accurate version of the finite volume formulation, the
residual for the central cell is distributed equally to the eight nodes surrounding this cell. Since the Lax-Wendroff
scheme is used, the distribution of the property changes are modified by the 2nd order terms and the nodes receives
a flux weighted fraction of the residual when the governing equations are integrated over the finite volume.

The test cases which have been mentioned above are different from each other because of the wide range of the
inlet Mach number and the differences in complex flow geometries. The validation of the code for all test cases
shows the robustness of the present algorithm. First the Ni-bump will be investigated in subsonic, transonic and
supersonic flow fields. This is a well known case which exhibits flow symmetry in subsonic flows around the channel
center. In transonic regime, the shock is located at '2% of the arc bump and the supersonic regime exhibit shock-
shock and shock-boundary interactions. The second test case examines the flow around a supersonic wedge cascade.
This problem demonstrate the capability of the algorithm to capture and reflect the shock waves. Shock-boundary,
shock-shock and shock-expansion wave interactions are illustrated in this example. The last test case which has
been considered is a subsonic incompressible three dimensional flow within a 900 bend Squire and Winter channel. The
inlet velocity profile have a boundary layer-like profile at the bottom wall. This radially non-uniform profile
develops into a secondary flow as the fluid moves through the bend channel. Because of the 90- turning, the axial
velocity component is not always the predominant component and a strong coupling between the governing equations is
expected. The test cases will be thoroughly reviewed before the presentation of the computed results. By using
such physically different flow cases, it is hoped that the present computer program is pretested and will be able to
resolve flow details within highly loaded, high speed, low aspect ratio fans, blades and ducts of todays modern ultra
high by-pass ratio engines.

GOVERNING EQUATIONS

Three dimensional Euler equation for unsteady compressible inviscid flows written in conservation form using
a cartesian coordinate svstem is

w92-16086wheIreIII
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E=F j G H k

. Pv ow ]
Du oU- + p a'uv ouW

Q- ov F - ouv G Pv- + p H - Dvw

oW DUW ovw ow- + p

e (e + p)u (e + p)v (e + p)w

Here D is the density ; p is the pressure ; u , v and w the velocity components in the x y z cartesian
directions respectively ; and e is the total energy per unit volume. The pressure is related to the total energy and
density by the equation of state for a polytropic gas as

p - ( )- 1 ) e - a ( u- + v " + w )

where 'I is the ratio of specific heats.

FINITE VOLUME DISCRETIZATION

The Taylor - series expansion for the component Q in Eqs. (1) is written by the second order approximation

Q at+ DQ At(
t' t t 2

where the superscript n denotes the value of a variable at the time level n , 6Q Q - Q and time increament
At - t- - . Substituting fom Eqs. (1) and changing the order of differentiation yields

6Q =-- At- . ( t At 3

by defining F . at = jL

6Q = - E' E At - V. AF, ( 4

where AE AF i- 4C j + AH k

A finite volume cell in its most general form in the physical domain is show in Fig.l . For a finite volume
discretization , Eq. (4) is integrated over the control volume specified around nodal points as shown in Fig. 2a. In this
figure, grid points are denoted by numbers and capital letters. The vertices of the control volume of grid point 1 are
located at the center of the faces defined by neighbourng nodal points.

Integrating Eq.(4) over the control volume k-h-e-z-s-o-w-v

6Qn At [ A

I = A_ J Ed% - 't V. d\ 5
AV AV

where AV is the volume of the finite volume cell

The first term can be split into eight separate volume integrals around (l-a-b-c-d-e-f-g) etc. , and each of
these can be aproximated as a 1/8 of volume integral around the larger cell (1-2-3-4-5-6-7-8), which are labeled
:. V. T, Ya, Yu:. In this manner 6Q, is split into eight parts:

6iQ1 =6QI:+6Q1 :+6QI:.+ Q~v6QV+
6 QlV.+6 QIV:+ 6 QIV.. (6

where

IQL E J d\ -7A\JJ AEi d\ (~

- labcdefg

L:sing Gauss' divergence theorem

IQ, ~---f F ds A AE d (S

: .labcdefg

If the first order change is denoted in Q

aQ +- at 7 F:

Eq. takes foliowing form

A Q Ft r6Q1• =- .; _. AP!-ds Il)

labcdefg

where
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CE" :

Eq. ( 11 ) is evaluated using surface area vectors ( Fig 2b ).This vectors are calculated as Ill , [21

d§: 1~ J '244) r~ Vk

where , T7 , are cell based coordinate axes shown in Fig.l and J is the Jacobian. The vector represents
the position vector of the cell vertices.

AQ 1 - jj] It .dS (13)

d_ + a61

AQ t { F1 +F2 +F6+ Fs[[.j G,+G? +G+OffjtJI H,+1-1+l-+Hs(&J

AQAt

F+FF,+F,[ . G+G,+Ge+GjE, H3 +H,+H,+RI"E [14 Iji4 4 1 4 1 S

F,+F+F,+ FjT. G+Gs+Ge+GjT7j Hi+Hs+H,+H 4 (I 4  (14)

F,+F.+F,+F. 7} G +G +G.+G [?7 H-+H +H 3+-?xJ

F+F,+F,[+F 17 G +G +G +G4 1 77j Hi+H, H,+14[4 ,

F+F,+F+Fe"t-j- G+G2+G,+Ge -Isl + Hs+H,+H-+[(j" J }

where AQI is first - order change in Q for the cell I in time - step At AV, is the volume of cell I. F, G, H are
specified at time-level n. In Ref.2 Kordulla gives an efficient formula for calculating cell volume as

AV: = - i. {d§, ,-dS.+dS5 }

--{ (L)J + ('1,+ (X X

(~j -- + I (Y' -i, } o5

The part (l-a-b-c-d-e-f-g) of the control volume in cell-I has three outer face. The surface ares vectors of
this inner small cell is approximated as a quarter of the surface area vector taken in the center of cell-I (Fig 2).
Tht-s Eq.(10) is evaluated as

6Q::= ~ AO j-~ AE~dS51±AE.dS.,+AE.d§ 1 j} (16)

where dS5 , dS, end dS are always facing outwards.

4S. R ;-1 j+I !l (17)
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Substitution Eq. (17) into the Eq. (16) yields

6Q,! - -- AQ - A (-Af-A&-Ah)} (18,

where

Af 1  I'JFT -jJJ 1 AG: -(1!)4H:

Ag -(7,JAF tj'JAG: fjf~AH:(19)

here, AF - (SF3Q)1 AU I , AG 1  (3G /Q) AlU , and AH 1  (&H aQ)IAl 1  being the Jacobians of F,G, and H are
given in Appendix; and components of surface area vectors (metrics) are found in a similar way as in Eq.12.

Eq. (18) gives the contribution to node member I, coming from the cell 1. The contribution to the other nodes
of this cell can be found similarly

6Ql= -h- { AQ +~ (-Af-Ag-Ah) }

6Q'! = 81 AQ - 'a (-Af-ag-ah)}

AVV

At-1 o AQ -A ( -Af .Ag -Ah)

6Q1 = (21h6Q,, - _L -- (Af-gsAh 2J

wr th s{eedAQ - . Af-FAg-Ah)
6Q.:Q =At-AQ Af+Ag±Ah)}

6Q,: = 1~ 4Q -A- -. Af-Ag+Ah) (20

6QMERICL SMOTIN A-(:f &+h

By means of above Eq. (20), first order changes in a cell are distributed to its vertices.

The time increment At is limited by the C L n numerical stability criterion as

At =CFL *min ~ u±~~--~~ A V

I AX

6QJu = -( a4) V 4(jf- Ih a ' ( -Q ± 1) } (21)

where a is the speed of sound. 0 CEL

NUMERICAL SMOOTHING

For transonic and supersonic flows artificial viscous damping is added to the algorithm to stabilize captured
shocks. Thus certain highly oscillatory steady-state modes which are allowed by the basic La\-Wendroff scheme may
be suppressed.

In this algorithm, an artificial smoothing model similar to Ni s [51 original formulation is used by addinV,
smoothing terms in the distribution formulas (21 Hence, after adding the numerical smoothing term, the new
distribution formula for 60. takes following form

6Q, A( -i- at IU g -Af -Ag - ah) ( .Q -QJ 1 (2 1)

where

U Q, o~ Q, Qr Q _-U o '--Q
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ta A [DL+DM+DN] 0 < a . 0.1

DL

DM=

This formula must be modified at the boundaries because of the control volume disparities.

BOUNDARY CONDITIONS:

Each of the boundary conditions used has been implemented in a predictor/corrector form as in Ref.1151. The
predictor/corrector form is based on a second order numerical integration scheme for internal points incorporates a
mathematical signal propagation phenomena analogues to the theory of characteristics. In the same sense Ni (51
suggests that the "distribution- formula represent similar simple wave solutions.

On boundaries the predictor step consists of summing contributions from cells interior to the boundary. The
corrector step consists of enforcement of the appropriate boundary conditions.

To make a characteristic analysis, linearized nonconservative form of Euier equations are written in a
coordinate system tangential and normal to the boundary as presented by Coakley [61.

Qt q
- AQn = 0 (23)

where A is the Jacobian matrix. The above equation is transformed to characteristic form by the similarity matrix as
in Ref. 1161 and Ref.J17)

Wt + AWn = 0 (24)

where A = diag , and X=)v,?iaun , 4=un +a , k=Un-a

a

Us

W = ub  (25)

-Un --

where n,s, and b represent normaltangential, and binormal directions respectively. Barred quantities are calculated
from interior.

The number of boundary conditions which are specified at the boundary is equal to the number of positive
eigenvalues.

For subsonic inflow (0<.un' a) the four positive eigenvalues require four boundary conditions to be specified
while W, must come from the flow interior to the boundary. The boundary conditions are set by defining W., W,, W,,
and W, in terms of known flow parameters. Thus it is constructed a system of equation and solving this system
simultaneously corrected values are obtained.

For supersonic inflow (un 0) all eigenvalues- are positive and five boundary conditions are specified. For
subsonic outflow ( a... un 0) there is only one positive eigenvalue (\, -t) and therefore one boundary condition is
set and W, W:, V,, and W. are taken from flow interior. In the case of supersonic outflow, since all eigenvalues
become negative, all characteristic values are taken from predicted values V* -,.,= W ,, Characteristic
analysis is also used for solid wall. In that case there is only one positive eigenvalue and require one boundary
condition. This condition Is un O . W. is determined from predictor state.

RESULTS AND DISCUSSION OF TIlE TEST CASES:

The cell vertex scheme which has been presented above has been used to compute results applied to a wice
range of test cases. .\ll -D and I-D results were obtained with the same three dimensional Euler code. For the t#c-
dimensional test cases, the geometrical cross section along the x-axis was assumed to be constant at all spanwist, y-
locations. First channel flow cases %bill be presented for subsonic (M,... U. 0.'-), transonic lM - 0.67S) and
supersonic (M._ - 1.6) flows over a 20% thick bi-circular arc cascade at zero incidence. For these test cases, the
grid was algebraically generated with constant x along the bump and an algebraic strechting away from the bump. In
Fig.3, this 65x9xl grid is shown. Secondly, the algorithm will be adapted to a supersonic wedge cascade sensitive to
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shock reflection and correct shock strength calculations. For this test case, an algebraic l10x5x33 grid was used and
is shown in Fig.li. Finally, the capability of the algorithm will be illustrated by calculating the flow through a 90
bend channel (Fig.14) where secondary flow development is of prime importance.The (33x33x17) algebraic grid shown in
Fig.15 has been used for this test case. All test cases were run on IBM 3090-180S.

A - Subsonic Ni bump :
The test case from the subsonic bi-circular arc cascade, which is also described as the 10% thick circular arc bump
in a channel, is widely known in the literature as the Ni's bump. The corresponding results are shown from Fig.4 to
Fig.6. The initial flow conditions are taken to be uniform. The variables are calculated from the isentropic Mach
number obtained from the ratio of exit static pressure to inlet total pressure. The boundary conditions are specified
as follows:
- At the inlet: Total temperature, total pressure and flow angles are specified.
- At the exit: The static pressure is imposed.

As it can be seen from these figures, the stagnation points at the leading and trailing edges of the bump and the
maximum Mach number occurs -as expected- at the maximum thickness location of the bump. The figures illustrate
the symmetry of the flow with respect to the bump center. The smoothness of the flow demonstrate the adequate
amount of artificial dissipation used in the flow, in order to prevent any oscillations near high gradient regions
(leading and trailing edges). The total pressure loss which indicate the degree of accuracy of the Euler solver is
given in Fig.5. Since the flow is subsonic, no shock induced total pressure loss exists. However, the numerical
smoothing and the truncation errors produce total pressure variations. This figures shows clearly that the total
pressure errors are small and does not cause any asymmetries in the flows.

B - Transonic Ni bump:
-The corresponding runs for the transonic Ni's bump are presented for Mach number Minlet - 0.675. In this test case,
the same initial and bcundary conditions were used as in the subsonic case described earlier. Fig.7 and Fig.8 show
the strength and tie location of the shock. The isomach contours show no significant oscillations at upstream and
downstream of the shock, probably because of increased effect of the artificial viscosity. The shock is at the 72% of
the chord, on the bump. I lie shock is smeared over two finite volume cells. T he convergence rate for this transonic
flow decreases due to the presence of high frequency errors in the vicinity of the shock.

C - Supersonic Ni bump
For this test case, the inlet Mach number is taken as 1.6. This flow field is dominated by oblique shock generation,
reflection and (shock-shock, shock-boundary, shock-expansion wave) interactions. All inlet conditions are specified for
M .,. - 1.6. At the exit plane, all the flow variables are taken from the interior. These results are shown from Fig.9
to Fig.l0. Isomach lines show that an oblique shock is formed at the leading edge. This shock is weakened and curved
by the expnsion waves emanating from the surface of the bump; and intersects the upper symmetry line as a normal
shock. Further downstram, it reflec-' downward to intersect another oblique shock leaving the trailing edge. The
same flow configui Ltvn as also tes.eA by Chima [ll. 1. Close agreement is observed between the two calculations are
good.

D - Supersonic staggered wedge f, I ie
Tc j case A/CA _ from A6A, -'P \WG-18 [Rel'ill has been chosen. This is a fuliy supersonic f: w in a
compressor cascade. The aralytical solution given in [ill is der -, from 0 .;.teristic theory and oblique shock
relations. This test case is different from previous test cases because the present flow structure with an inlet Mach
number of 1.6 involves shock reflection and shock suppression through the upper and lower sides of the cascade
blades. Furthermore, the flow direction and the magnitude of the Mach number are very sensitive to the location of
these shocks and also to the exit pressure. The leading edge wedge leads to the oblique shock wave attached to the
nose of the upper blade with a 45 inclination to the incoming flow. The shock reflects from the lower blade with
48.2 reflection angle; and -most important of all- the second reflection from the upper blade is suppressed with
proper wall inclinatio>n. The numerical result is plotted in Fig.12 and Fig.13 along with the corresponding analytical
results. As it can be seen from the comparison of these figures, there are disagreements between the observed
numerical and analytical results at the downstream portion of this cascade. This region extends from the trailing edge
of the lower blade to the exit boundary of the cascade. This highly nonuniform region calculated by the present
algorithm is thought to be caused by constant pressure condition imposed at the exit boundary. Here, in this region,
the shock emanating from the trailing edge of the upper blade is affected by the expansion waves originating from
the trailing edge of the lower blade; and then, this shock impinges on the exit boundary. This causes non-uniform
pressure at the downstream boundary. Therefore, it is incorrect to force a uniform pressure at this boundary. It is
thought that the uniformity of the flow structure at the downstream portion of the cascade is related to how well
the exit static pressure can be relaxed.

F - Squire and Winter 900 bend channel flow:
[Description of the problem : The developed code was also used in calculating the subsonic incompressible flow

field within a severley bend 9( turning) duct. The geometry of this duct has been designed by Squire and Winter
and is given in Fig.14.1t consists cf a quarter of quasi-circular portion flanked at both ends by straight channel
sections. 'The rectangular cross-section is constant throughout the channel axial length and has an aspect ratio of
b'-_- 'IS. The ge-Dmetry is taken from Ref.1191. The incoming stream is taken to be non-uniform over a lsrge part of
the span or the channel vanes. The boundary layer like velocity profile imposed at the inlet boundary may have
been created by frictionil effects.As a result, a large rotating vortex is formed on the downstream portion or the
channel near the exit plane. The development of this secondary flow is mainly due to the acceleration of the axially
non-uniform velocity profile through the curved duct. Therefore, in this case, the secondary flow mechanism is
considered to be mainly an inviscid, rotational phenomena which can be accurately simulated using Euler solver.

Initial and boundary conditions : The initial condition imposed is such that the unsteady solver will mimic the
discharge of the flow through thus curved duct. No flow is specified within the channel and the solution is driven by
the pressure boundary, condition imposed at both ends. The upstream boundary condition consists of specifying the
total temperature and imposing the inlet velocity profile as given in Ref.12011

I lie downstream boundary conditions are also of characteristic type. Static exit pressure is prescribed.
kesults: lhe calculated secondary flow velocity component in spanwise and radial directions are shown in Fig.16 to

I ig.]'). |lie corresponding analytical results obtained from -Squire and WVinter [121 is also given. It can be seen that
iie agreement is go.. , i tie vorte: at the cross location at 0 - 45 is plotted in I ig.21. I his agrees well with the plot
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given in Ref.[201. Especially, the location of the core of the vortex is predicted numerically very well. It can be seen
that the vortex pair is located symmetrically with respect to the top and bottom walls at a distance of 13% of the
span above the Side wall. The strength of the secondary flow illustrated by the flow velocity components mentioned
above and the location of the vortex core agrees with available data in the literature.

CONCLUSION :

An efficient Euler solver for three dimensional transonic internal flow has been presented. A cell vertex finite
volume method have been applied to a wide variety of subsonic,transonic and supersonic channel, curved duct and
cascade flows. With such algorithm, it has been possible to capture the symmetry over a bump channel and the
shock strength and location of a transonic and supersonic flows.The algorithm has also been tested against a fully
supersonic wedge cascade where oblique shock strength and location have been successfully calculated. Furthermore,
for an incompressible subsonic flow, it has been possible to capture the development of a secondary flow generated
by the presence of a boundary-like streamwise velocity profile.
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N. Fig.15 Computational grid for test case 3
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Fig.14 Duct geometry and coordinate system
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APPENDIX

Expression for AF 4G and AH

A Apiu

Apu u(&Apu)+pouAu+&p

AQ - AoV AF - v(Aou)+Pu Av

APw w(Apu)+Pu Aw

&A h4(APu)+Pu Lh ~

Anyv ADW

u(&Aov)+Av Au U(Apw)+pW Au

AG -v(Aov)+Pv dv*AP AH - v(Aow)+ow 41v

w(Apv)+pov Aw w(Apw)+Pwaw+&P

h,(Anov) +av Ah-, h4(Aow) +Dw 4h~

" Au - AWOU) - u(AD)

o AV - A(Dv) - v(AD)

o Aw - A(#W) - W(AD)

Ap - (7Y-1) I 4e - i Lu(AnPu) +v(Avv) +w(A&Pw) +Pu Au+Pv Av+Ow Awl

P Ah,- Ae + Ap - h AD



27-14

Discussion

F. BASSI, UNIV. OF CATANIA, ITALY
Which kind of boundary condition do you use at the downstream of the staggered cascade?

AUTHOR'S REPLY
For all the test cases, we use characteristic type boundary conditions. For test case D

(supersonic staggered wedge cascade); although the flow is %tipersonic at the downstream, axial
velocity component (normal to the boundary) is subsonic; accordingly a subsonic boundary
condition is used by imposing a constant static pressure which corresponds to the desired inlet
Mach number.

C. HAH, NASA LEWIS, U.S.A.
Your last example; is it incompressible flow or subsonic flow? If it is incompressible flow

did you use an artificial compressibility method or something else?

AUTHOR'S REPLY
The last test case (E-Squire and Winter 90 ° bend channel flow) is a low subsonic flow

(M _ 0.3).

B. NOLL, UNIV. OF KARLSRUHE, GERMANY
What is the advantage of the cell vertex finite volume method?

AUTHOR'S REPLY
Cell vertex finite volume method maintains higher order accuracy independent of the

smoothness of the grid for nonuniform meshes, whereas cell centered schemes do not. Cell vertex
schemes are more flexible for the control volume definitions.
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ABSTRACT

A numerical representation of three dimensional turbulent However, convective heat transfer associated with such
flow within cooling ducts located in turbine blades and heat confined turbulent flows is not straightforward, since,
transfer into such ducts is effected using the finite element
method. The importance of a coupled solid/fluid numerical (i) no empirical functions exist at the edge of the
model, when investigating heat transfer, is demonstrated by near wall zone to provide boundary conditions for
comparing numerical results with experimentally determined heat transfer,
values relating to smooth, cylindrical rotating passages. and,
Having verified the numerical model, the technique is then
used to evaluate heat transfer into a multi-ribbed rotating (ii) the source of heat is usually known either on the
cylindrical duct. The enhancement of heat transfer, due to outer extremity of or within the confining solid.
Coriolis induced secondary motion and the incorporation of
ribs, is predicted and compared with experimental measure- During the course of this investigation, it was recognised that
ments. conduction inside the wall material, from which a rotor bade

Nis manufactured, plays an important role in the establishment
1. INTRODUCION of the prevailing thermal boundary conditions at the ijteame

between the coolant and the internal bounding surface. For
For over a decade the quest for improved aero gas turbine this reason, and also to permit a better numerical model of
power and fuel economy has stimulated research directed at the experimental apparatus used to obtain results for
the design of high performance cooling systems for rotor comparison, the conjugated system, in which the fluid and
blade airfoil sections. Current state-of-the-art cooling systems the containing metal duct are treated as a total system, was
require complex air flow passages within the rotating airfoil used.
section. These passages channel compressor-bled air in a
spanwise direction along the blade and may have a variety of In this paper, the coupled solid/fluid model, based on finite
smooth or artificially roughened cross sectional shapes, with element method, is used to evaluate heat transfer into
interconnecting bends if the coolant flows in a multi-pass smooth rotating cylindrical cooling ducts. The importance of
manner. using a conjugate system over conventional models, which

seek to effect a separate heat balance at the solid/fluid
As a consequence of the introduction of cooling passages, interface, is observed by comparing computated results with
there is a requirement for an accurate predictive technique the experimental measurements. Furthermore, the
for evaluating the heat transfer characteristics within the effectiveness of this proposed model is demonstrated for more
coolant passages. The heat transfer in these can be complex flows and turbulent heat transfer by considering flow
significantly affected by the incorporation of repeated ribs on and heat transfer into a multi-transverse ribbed rotating
the duct surface and the secondary Coriolis induced cylindrical cooling duct. The numerical predictions relating to
transverse flows which arise due to blade rotation, heat transfer are compared with experimental values.

When studying confined convection problems it is customary 2. COUPLED SOLID/FLUID MODEL FOR TURBULENT
to associate the fluid flow with a solid bounding surface via HEAT TRANSFER
prescribed boundary conditions. For confined strongly
turbulent flow, the computational domain can be defined if' The relevant equations used to predict the turbulent flow
one of three ways. In the first, the domain is treated as a within coolant passages are presented elsewhere [4] and the
whole and an appropriate numerical technique used to solve main body of the current text is devoted to details relating
the governing equations. This is, in practice, inadmissible to the equations depicting heat transfer within rotating,
since a computationally unacceptable fine discretrisation ribbed ducts.
adjacent to boundary surfaces would be necessary to
accommodate rapid variations in the independent variables. The heat transfer within a gas under steady state turbulent
The sezond technique consists of a flow domain separated flow conditions may be written,
from boundaries by a spatially narrow strip, the 'near wall'
zone. In this zone the variation in the variables can be

depicted via empirical universal profiles [11, in a direction c- -- I ()
normal to the boundary surface, using special spatial I C Ui  o - a 1discretisations [2] or unidimensional representations [3].

In the present investigation, universal profiles are adopted Within the encompassing solid, since no convection terms
and the governing equations are then solved, using an exist, the governing equation becomes,
advocated numerical approach, outside the near 'all zone.
The boundary conditions specified at the edge of the
resulting thin zone are subject to simultaneous correspondence a [ T -2

between the main flow domain and the near wall zone. I k 0 (2)
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where U and T are the time averaged velocity and width is much smaller than that required when computating
temperature. respectively. p. C, p and k are the fluid the flow field when each node is associated with three/four
density, specific heat of fluid at constant pressure, fluid variables.
viscosity and thermal conductivity of the solid respectively, jt
is a turbulent viscosity which is determined from a suitable Due tQ the dependence of temperature on velocity and
turbulence model, such as the one- or two-equation model viscosity, the nodal values of velocity within the near wall
[51, or and at are the Pradt number and turbulent Prandt zone must be evaluated. These have, in the current
number respectively, the values of which for air flowing in investigition, been determined using 'wall functions' (1]. The
the fully developed region of a pipe are 0.7 and 0.95, values of Y+ at each near wall node, located along the

respectively. Close to the solid wall, outside the central fully interface between the near wall region and the main flow.
turbulent core region (0 ( Y+ < 30), the turbulent Prandti are already known. The Y+ values for nodes within the near

number is subject to change. During attempts to quantify a wall zone can be linearly extrapolated according to the nodal
relationship in agreement with experimental predictions of distance from the solid surface. Having obtained Y+, the
surface heat flux have led to the following, [51 velocity profiles can be determined utilising the wall

functions. If the near wall zone modelling is based on

0.7 Y+ unidimensional elements (3], the velocity profiles in the near

1.4-0.7 (13-Y +)/8 5 < Y+ 13 wall zone is already known and no interpolation is required.

1+ For heat transfer, based on the present coupled solid/fluid

t +-" / 7 approach, the specified boundary conditions are as shown on
0.95+0.45 (25-Y )/8 17 Y 25 Figure 2. At inlet, experimental values of temperature are

0.95 Y+ > 25 imposed at the solid wall, Two, and fluid, Tfo; along outer
wall surface, an experimentally determined heat flux is

(3) applied. At exit, since, flux conditions inside the flow
domain are unknown, arbitrary heat flux values,

where Y+ is defined as, [ t

+ 
ti I

in which Qi is the component of an unit outward to the
in which 70 is wall shear stress and y is measured along the boundary, are imposed as an initial condition and
inward normal to the solid surface, subsequently updated to be compatible with the heat flux

from within the flow domain. This results in a necessarily
In general, the temperature distribution is evaluated from a interative solution procedure terminating when convergence is
simultaneous solution of the continuity, momentum and achieved. Around the solid surface, either temperature or
energy equations. The momentum equations are coupled to heat flux profiles can be specified.
the energy equation, by a temperature-dependent buoyancy
term, and Includes the effect of variations in fluid density 3. HEAT TRANSFER INTO A SMOOTH DUCT
due to temperatures. In the present work, the buoyancy term
is ignored since its effect proved to be negligible relative to The first example corresponds to conditions where the
convection for the range of parameters studied [6], so that Reynolds number is 15,000, Rossby number 0.0406 and a
the momentum equations are assumed to be independent of Rayleigh number of 1.586 x 106. A ribble smooth duct is
temperature: the converse is not true. The dependence of analysed where the boundary flux Is either applied at the
temperature on velocity is represented by the convection term wall/fluid interface or at the outer extremity of the solid, as
in equation (1) and the dependence on viscosity is in Figure 2a.
incorporated via the 'heat conduction' term.

The introduction of the conduction in the solid boundary, k
Since velocity and turbulent viscosity are assumed independent = 35 (w/mk), into the analyses has the immediate effect of
of temperature, the velocity distribution within the duct can averaging the circumferential wall temperature. The
be calculated using standard techniques [5 employing either importance of the wall condition is clearly portrayed in
a one or two equation turbulence model. Figure 3 where the variation of the temperature is plotted

against axial position along the cylindrical duct. Under the
In order to obtain an accurate simulation of heat transfer same input boundary conditions, excellent agreement is
from the outer face of the solid into the flow, corresponding obtained between the predicted values and the experimental
to experiment, the solid is included as part of the discretised data when wall conduction is included. However, the
domain, in a finite element context, as shown for a smooth numerical values from the method when conduction is
cylindrical duct, Figure 1. The mesh is constructed so that excluded, under-predict measured values by a maximum of
each twenty noded isoparametric element comprises either a 20%. Figure 4 depicts the axial variations of local Nusselt
solid or a fluid. Along the interface between the solid and number using the same format as the previous diagrams. For

fluid, the continuity of heat transfer is automatically satisfied present purposes the local Nusselt number is defined as
since the finite element method used for present purposes
assumes continuity of flux along the internal element
boundaries, i.e., Nu - ,d

k IT
a

+ ~ in which q is the local flux, ka the thermal conductivity Of
C;- dS - k g- dS (4) the fluid, d the duct diameter and AT the difference between
ulit d aol Idthe wall temperature and the bulk fluid temperature. Here

fluid so! I d the predicted results straddle the curve corresponding to

measured values, the better agreement being again achieved
where n is the outward normal to the interface, by including wall conduction. In this case, no attempt has

been made to average the numerical results in order to

The computational mesh used to evaluate the velocity in the illustrate the difference in wall temperature gradients. and

main flow domain remains unchanged and an additional mesh therefore heat flux, that occur at the leading and trailing
is added to represent the near wall zone and the solid wall. edges.
When dealing with strongly convective heat transfer, a fine
mesh in the near wall region of flow field is essential in 4. HEAT TRANSFER INTO MULTI-RMBED DUCT
order to accommodate the relatively large variations in
temperature. From a computational viewpoint, the extra mesh The computational model detailed in the previous section is
required to simulate heat transfer is acceptable since only used for estimating heat transfer into a multi-ribbed
one variable (temperature) per node is involved and the front cylindrical duct which rotates about an axis orthogonal to its
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Figure 6 Finite element mesh distribution (a) for L,,, fl" Ups'reamJ
evaluation of flow and (b) for evaluation of Figure 8 Velocity vectors from inlet and over theheat transfer first and second rib (Re=lS,000, Ro=O.04,

I mm = 6m/s)
(a) in the symmetric plane

C (b) at 900 plane to the symmetric plane

Rib top FLU 10 Leadiamn9 - .

inner surface
Rib 4 i

__________________________SOL 10

Outer surface

Figure 7 Definition of some terms relating to a rib '" I' ' .

variation in velocity from rib to rib in this developing f i*'region. However, a similar plot, Figure 9, from ribs 2 to 4
shows that the pattern is essentially repetitive. The Coriolis
force due to the orthogonal rotation produces a larger
separation zone at both the leading and trailing edges and Rib 3
are also larger than those at the 900 plane. A typical
development of the secondary flow between each pair of
ribs, say from rib 3 to rib 4, is illustrated in Figure 10. .," li,, .The rapid change in the secondary flow pattern corresponds . .
to the momentum transfer between the axial and transverse ' ". I
direction, especially adjacent to the ribs, which serves to r, . ' L,'"
increase heat transfer from the solid surface into the flow
domain.

The temperature contours, degrees centrigrade, within the b 2 RI
solid wall as well as the flow domain, corresponding to Two
: 86.3 0C and Tfo = 25.30C and a flux distribution with k :
1.29 (w/mk) as shown on Figure 11 are plotted on Figure
12. Within the fluid, the temperature steadily increases in a 01
downstream direction as heat is transferred from the solid
wall into the fluid. The contours are distorted towards the
trailing edge. which is to be expected, such that the heat (a, b)
flux into the fluid is larger than that at the leading edge. FiThe hotter zones are within the solid approximately midway igure 9 Velocity vectors over second, third andbetween the ribs where both the axial flow component and fourth rib (Re=IS,000, Roo(}.04, 1mm =the transverse flow component are relatively weak. Figure 13 6mis)
shows the temperature variation across the solid wall and is (a) in the symmetric planecompared with experimental measurements which were taken (b) at 90" plane to the symmetric plane
at I mm from the outer surface of the duct. A marked drop
in temperature on the inside face occurred along the top
edge of each rib, corresponding to the larger velocities, and
is mirrored by a decrease on the outer wall surface. The
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Figure 14 Comparison of heat transfer (Nu) along the
eading side inner surface of a ribbed cylindrical duct
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Figure 15 Predicted effects of Rossby number on the
_____________ ____heat transfer (Nu) along the trailing edge of

ailiq Sie Ri 4 ad 5a ribbed cylindrical duct (Rein15,000)

Figure 12 Temperature contours (OC) in a rotating
ribbed cylindrical duct (Re=15,000. Ro=0.04,
Ra=l.5xl06)
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The enhancement of beat transfer due to the incorporation Orlands, Florida.
of ribs is apparent, as shown in Figure 14, and is enhanced
by up to 50% compared with that in a smooth duct. The
influence of rotation is generally quantified in terms of the
non-dimensional parameter representing Coriolis, the Rossby
number Ro. For present purposes, the Rossby number is
defined as,

Ro -
w

in which 11 is the rotational speed (radians per second), w
the mean axial velocity of the fluid where the diameter, d,
is 10mam.

For a Rossby number 0.04, the effect of rotation on heat
transfer in a ribbed duct is only local, Figure 14, and there
is no discernible overall increase in heat transfer. However,
with the increase in Rossby number, a certain amount of
overall increase of heat transfer is predicted, as shown in
Figures 15 and 16 for rotating trailing and leading edges
respectively. Rosaby numbers from 0.04 to 0.08 do not result
in a significant variation in heat transfer particularly at the
ribs. This indicates that for the range of parameters studied,
the rib effect is still dominant in terms of heat transfer. At
values of Rossby numbers greater than 0.08, the Coriolis
effect increases and the profile reflecting the heat transfer
demonstrates a general increase, Figure 15, for the trailing
edge. In contrast to Figure 15, Figure 16 for the leading
edge shows a relatively small variation and is limited to the
regions away from the ribs.

5. CONCLUSIONS

It is evident that the finite element based coupled solid/fluid
simulation of heat transfer into rotating ducts is extremely
effective particularly for geometrically complex ribbed ducts.
The availability of such a model enhances the experimental
investigation and also acts as an indicator as to where
experimentation needs to be refined.

It is evident that the present investigation is not exhaustive
and parametric studies, relating to both geometry, physical
conditions and modelling of the near wall zone need to be
studied. However, the effectiveness of including ribs in such
a situation has been demonstrated and areas of further work
highlighted.
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Discussion

HANAKER, DARMSTADT, GERMANY
1) The boundary condition at pipe entry is already affected by Coriolis forces. How was it

determined?
2) It is our experience that turbulence is affected by swirl and Coriolis forces, leading even

to local relaminarization. Therefore, refined turbulence modeling should be included in list of
future work required.

3) The increase in heat transfer due to ribs is Opaid for" by an increase in pressure drop
which has to be known to the designer. Have you calculated and measured the pressure drop?

4) Were your results affected by buoyancy forces? What were the Rayleigh Numbers?

AUTHOR'S REPLY
1) The boundary conditions are the values obtained from a preliminary analysis of flow

within a rotating ribless duct. Entry boundary values correspond to numerically compatible
velocities, turbulence kinetic energy and, if required, dissipation rates. This method was
undertaken and applied since the only value available from experiment was the bulk flow rate.

2) This is a very valid point. However, to date, the correspondence between measured and
predicted values have been acceptable and such refinement may not be necessary. A program of
work should be undertaken to corroborate or disprove this statement.

3) The pressure drop was calculated as part of the primitive variable solution procedure.
These show that the mean pressure variation, nondimensionalized with respect to the mean
longitudinal energy, is approximately 2.5 times that when no ribs are present. As expected the
local loss and recovery of pressure in the vicinity of the ribs is quite appreciable, as illustrated in
the figure.

4) The calculations were undertaken including and excluding buoyancy terms. The
difference in numerical values proved negligible. The Rayleigh number was 1.586x 106. We
would expect buoyancy to have a measurable effect at Rayleigh numbers above I x 10

M. IACOVIDES, UMIST, U.K.
1) Our recent computations of rotating flows at UMIST indicate that rotational buoyancy

effects start to become important for Rayleigh values greater than 10. This is consistent with
the findings of this paper.

2) Is the failure of the k-e model to predict flows over ribs due to the treatment of the
near-wall regions or do the authors feel that it represents a basic weakness of the k-e model?

AUTHOR'S REPLY
1) The first question is in accord with our observations. The problem was analyzed both

excluding and including buoyancy. It was observed that no disrernable effects were apparent.
Rayleigh numbers for the current problem is of the order 106.

2) The authors have analyzed flow over a single rib using universal laws in the *near wall"
region and also discretizing this zone using finite elements. In both cases the k-e model
underpredicts the recirculation zone length by 35 to 40 percent. In view of this it seems that the
k-e model is basically not applicable to such flows with strong recirculation.
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SUMMARY P Metric coefficient of the coordinate
transformation.

Most of the flow geometries for aeronautical

engineering are complex and cannot be discretizcd Dependent variable.
using orthogonal coordinates. In addition, some X Independent solution parameter in
of those flows can only be described by the fully equations (5) to (7).
form of the Navier-Stokes equations. In this
paper the Navier-Stokes equations are solved for Dynamic viscosity.
three-dimensional complex geometries using a 0 Angle between the axis of the duct and
non-orthogonal, non-staggered coordinate the sidewall of the square-cross section
system. The strong conservation form of the diffuser; angle between the axis of the
governing equations for laminar flows is duct and the semi-minor axis of the
discretized using a finite volume methodlA elliptical cross sectionduct.
numerical grid generation method is employed in
order to easily generate the meshes. The flow p Density.
through a square diffuser, the flow through a Non-orhogonal coordinate in i direction.
transforming duct of elliptical cross-section and
the flow through a square cross-section S-shaped
duct were analysed. The predictions reveal good Subscripts
agreement with the available data demonstratin 4 )  Dependent variable.
the accuracy and generality of the present methud. p Grid node P.
The present solution algorithm can easily be Pressure.
extended to calculate subsonic compressible V relocity.
flows.

LIST OF SYMBOLS 1. INTRODUCTION

Most of the flows found in engineering
ai Combined convection/diffusion applications are characterized by complex

coefficient of the discretized equation at geometries which cannot be properly simulated
node i. using Cartesian coordinates. Curved boundaries

b Source term of the discretized equation. have often been treated in a stepwise fashion
E Average absolute error of variable p. permitting the use of Cartesian coordinates but

J Jacobian. this technique is unable to provide accurate

N Number of grid nodes, predictions near such boundaries. A special

Pressure. treatment using non-rectangular control volumes
Non-dimensionalized radial coordinate, close to curved boundaries and Cartesian

cx)rdinates elsewhere has also been attempted [1]
SO  Source term of the discretizcd 0- but it is complicated, specially for three-

equation. dimensional flows. Therefore, boundary-fitted
U,V,W Velocity components in x, y, z coordinates have become increasingly more

directions, respectively c popular to deal with complex geometries. In

ui Velocity component in i direction. addition, many flows of practical interest can only
Vb Bulk velocity, be described by the fully form of the Navier-
Vn Streamwise velocity. Stokes equations.
Vr Radial velocity.
x,y,z Coordinates. in this paper a finite-volume solution method for
xi Cartesian coordinate in i direction. the Navier-Stokes equations using a non-
Z* Non-dimensionalized spanwise orthogonal curvilinear coordinate system is

coordinate, presented. Orthogonal coordinates lead to
discretizcd equations similar to those obtained

a Under relaxationparameter. using Cartesian coordinates and there are



powerful and well established solution techniques The non-orthogonal coordinate system (a1, 2,
available [2]. However, since it is difficult and in 3) and the Cartesian coordinate system (x 1, x2,.
some cases impossible to generate an orthogonal
grid for arbitrary three-dimensional geometries x3)-'are related by the coordinate transformation xt

[3], non-orthogonal coordinates are used in the = x1 (4i) whose Jacobian was denoted by J (see
present work. FigYpre 1). The Einstein summation convention is

There are many different choices available to write
the Navier-Stokes equations when non- The governing equations are discretized over a
orthogonal coordinates are employed, as non-staggered mesh using the finite volume/finite
discussed in Ref. [4]. They are physically difference method. The equations are integrated
equivalent but they imply the use of different over each control volume in the comp utational
solution methods and computational effort. The domain and the Gauss divergence theorem is
main options available are the conservation form applied. In the discretization process the fluxes
of the governing equations (weak, semi-strong or through the boundaries of each control volume
strong), the velocity components taken as must be related to the nodal values. The diffusive
dependent variables (Cartesian, covariant or terms are discretizcd using central differences and
contravariant) and grid variable arrangement the convective terms are discretized using the
(staggered or non-staggered grids). The strong hybrid upwind/central differences scheme.
conservation form of the equations is generally
preferred because it becomes easier to ensure
conservation of the fluxes. Staggered grids were The discretization of the diffusive flux through
almost universally used in the past but, since the each boundary yields three distinct terms
appearence of pressure-velocity coupling representing a normal derivative and two cross-
techniques able to prevent nonphysical derivatives arising from non-oethogonality of the
oscillations in the pressure field, non-staggered grid lines. The two cross-derivauves terms are

rids constitute an attractive alternative. The treated explicitly as, e.g., in references (61 and
Cartesian velocity components are preferred when 17]. This treatment does not influence the
non-staggered grids are chosen because they lead accuracy of the results and Peric [81 has shown
to a simpler form of the equations. In the present that provided the skewness of the grid is not too
work the strong conservation form of the high and the grid aspect ratios are not too large the
governing equations is used with non-staggered convergence rate is not significantly affected.
rins ad cartesian velocity components as

dependent variables in the momentum equations. Evaluation of the convective fluxes through the
cell faces requires the calculation of the velocity

The final aim of this work is to develop a components at those cell faces. Pressure-velocity
numerical algorithm for three-dimensional coupling is ensured by a special interpolation
compressible flows [5]. As a first step only 3D method 17/. According to this method,
incompressible flows are considered and expressions for the velocities at the two adjacent
validation of the code under this phase is a major control volumes are obtained from the discretized
objective of this paper. Only laminar flows willbe momentum equation. Then, the cell face velocity
considered in order to avoid errors due to is calculated by linear interpolation of the terms in
turbulence models. Simple flows for which the the two expressions, with the exception of the
analytical solution is known are examined and the pressure difference between the two grid nodes
flow in a geometry with engineering applications which is evaluated as in the staggered approach.
(S-shaped ducted) is calculated and the Undcr-relaxation factors, which have to be used
predictions are compared with experimental data. to ensure convergence due to the non-linearity and
These resalts are shown and discussed in Section coupling of the equations, are taken into account
3, after the presentation of the method in Section in the interpolation formula, following the
2. The paper closes with a list of conclusions. recommendations of references [91, [0 and

IIll.

2. THE NUMERICAL METHOD The discretized equations can be expressed as
lol lows:

The strong conservation form of the Navier-
Stokes equations for a steady flow can be written '1,0
as follows: +

(1) where the summation extends over the neighbours
of' grid node P. Coefficients ai include the

pukkUa - 11.t aUm convective fluxes and the normal derivative fluxes
UJ130k0)u---J1 Il k k+ and coefficient b accounts for the source terms.

The velocities and the pressure are linked via the
au-k la- A SIMPLE algorithm 1121. Velocity and pressure

, i k corrections are introduced as in the original
(2) algorihm, neglecting the pressure gradients along
(2) the cell faces arising from non-orthogonft of

where the grid lines (see e.g. [61, [71, [81). TYhis
simpilication has no influence on the solution

k accuracy. According to reference [131, the
k convergence rate is not improved when these

ax (3) terms are Liken explicitly into account. In a recent
study, Peric 1141 concluded that neglecting those



pressure gradients is computationally more The average absolute error over all the
efficient if the grid skewness is not too severe, computational domain, defined as:
However, when the grid skewness is high the N
algorithm becomes inneficient and it may not - O,-
converge. -

The explicit treatment of the cross-derivatives N (10)
diffusive fluxes and the forementioned
simplification in the velocity correction leads to a is used lbr comparison between the analytical and
discretized equation (4)with only seven non-zero numerical solutions. The X parameter was set
coefficients associated with the grid node P and nual solis the aamte wasise
the six closer neighbours. The Gauss-Seidel line- equal to ! as well as the density and the diffusion
by-line iteration procedure was used to solve the coefficient.sets of discretieeuations. Table I summarizes the results obtained using a
The iteration procedure was terminated when the cylindrical grid and the non-orthogonal grid
residual sums, normalised by the inlet mass or shown in Figure 2a). It can be seen that the
moesdulus, dcrased belhw -l for ll number of iterations required to achievemomentum fluxes, decreased below uconvergence is not influenced by non-the dependent variables. orthogonality of the grid lines but the solution

accuracy decreases with grid skewness. This
3. RESULTS AND DISCUSSION behaviour may be attributed to the numerical

errors associated with the computation of the extra
The first step towards the development of a code terms due to non-orthogonality of the grid lines.
for the solution of the Navier-Stokes equations is Grid refinement leads to a decrease of the average
the solution of a scalar transport equation. absolute error for both grids, as expected.
Moreover, it is desirable, for validation purposes,
to choose an equation with a known analytical Since the scalar transport equation was
solution. The test case selected here is an successfully solved, we may now pass to the
extension for 3D of the proposal of Ref. [ 15] for solution of the Navier-Stokes equations. Two test
2D. The computational domain, shown in Figure cases suggested by Prakash et al. [171 are
2a), was mapped using an elliptic grid generation examined next. They correspond to artificial
procedure [16]. The velocity held is prescribed as flows but they are quire close to some real
follows: physical problems. Motivation for the prediction

X x-+ x of these flows arises from recognition that, forU= "  x sin (7t Nx y)sin (nz) ducts of varying cross section, nothing is

x + 2(5) available in literature that can be used as a
x + y (5) benchmark. These two flows have known exact

_ X x 2+ 2) solutions and they can be used to validate the
V - sin (n 4 + y)sin (ntz) numerical method.

x +y (6)c () cThe first test case is the flow through a duct of
W= CS 7 c o + - c os R.) square cross section varying along axial direction

T ( (see Figure 2b), and the second one is the flow
7x x+y (7) through an ellipticai duct whose cross section

changes also along axial direction, but with the
and the source term, driving the flow, is given by: area of the cross section remaining constant (see

2 - Figure 2c).
S,= 2 F- t os (c cn Y x +I c OS z) The influence of the under relaxation parameters

on the convergence rate was investigated and the
(8) results are displayed in Figure 3. They reveal that

the increase o the under relaxation parameters for
The analytical solution is given by: velocity, (.v, leads to a smaller number of

,0=-sinilr "+-Ic os (TO 9 iterations rcquired to achieve convergence,
provided that the under relaxation parameters for

Grid Nodes (x, y, z) Cylindrical Mesh Non-OrthogonaI Mesh

10 x 10 x 5 E0 0.0065 0.0117
Number of Iterations 44 43

20 x 20 x 10 0 0.0016 0.0036
Number of Iterations 153 151

30 x 30 x 15 E0 0.0007 0.0019
Number of Iterations 137 333

Table I - Average Absolute Error and Number of Iterations for the Transpx)rt of a Scalar in a Prescribed
Flow Field
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pressure, ap, are properly selected. However, as cross-section duct. For the elliptical cross-section

av becomes higher, the influence of ap becomes duct, 0 stands for the angle between the axis of
crucial. Optimum under relaxation parameters are the duct and the semi-minor axis of the elliptical

Otv = 0.8 and ctp = 0.4, for the square cross- cross section which increases linearly along axial

section duct whereas for the elliptical cross- direction. In both cases, as 0 increases the cross
section changes more rapidly and the grid

section duct optimum values are (xv = 0.9 and ap skewness increases as well.
= 0.3 or av = 0.8 and t= 0.4 These results are
in agreement with the -indings of reference [81, The results obtained follow the trends found for
where a relation cxp = 1.0 - ctv is suggested for the transport of a scalar in a prescribed flow field

analysedearlier. The convergence rate is only
cv < 0.8, and reference [14) where ap = 1.1 - slightly affected by the grid skewness but for the

atv is recommended for all values of av. square cross-section duct a significant increase in

the number of iterations was found when 0
Table 2 summarizes the average absolute errors increased from 22.50 to 45*. The solution
and the number of iterations required to achieve accuracy decreases with the departure from
convergence for different grids and geometries. In orthogonality in both cases. In addition, the

average absolute error decreases with grid
this table 0 is the angle between the axis of the refinement, as expected.
duct and the diffuser side walls for the square

Uind Nodes

(x. Yj =0 ° W= 10 0=22.5' 0=45*

Eu= E_ 1.3x 10-3 4.8x10-3  8.2x10 -3  1.2x10 -2

5x5x5 Ew 6.9x10 -3  6.3x!0 -3  8.2x10 -3  1.6x10 -2

No. Iterations 32 32 33 40

Square Eu= E, 3.5x10-4  1.5x10- 3  2.6x10- 3  3.8x10-3

Cross 1OxlxlO Ew 2.3x10 -3  2.3x10 -3  2.8x10-3  4.6x10- 3

Section No. Iterations 48 51 55 84

Eu= Ev 8.5x 10- 5  5.2x10 -4  9.2x10 -4  1.4x10-3

20x20x20 Ew 6.1x10 "4  7.4x10 -4  9.5x10 -4  1.4x10- 3

No. Iterations 173 185 191 271

Eu 2.0x10 -4  5.1x10-4  1.3x10- 3  6.9x10- 3

E, 2.0x10 -4  5.8xl0 -4  1.8x10- 3  7.3x0 -3

5x5x5 E, 9.Ox10- 4  l.2x1 "3  3.0x10-3  1.3x10"2

No. Iterations 17 18 20 V9

Eu 7.6x10-5  1.8x10 -4  5.0x10-4  2.2x10- 3

EllipticalE 7.6x10-5  2.2xl0 -4  6.9x10 -4  3.2x10"3

Cross 10xl~xl0 Ew 3.6x10-4  5.2x10 -4  1.2x10 -3  5.0x10-3

Section
No. Iterations 37 37 37 41

Eu 2.7x10- 5  6.1x10 -5  2.1x10-4  8.7x10 4

E, 2.7x10-5  8.3x1( -5  2.5x10 -4  1.2x10- 3

20x20x20 Ew 1.9x10 -4  2.6x10-4  5.9x10 -4  2.2x10- 3

No. Iterations 123 123 122 128

Table 2 - Average Absolute Errors and Number o lIterations for the Flow Through Ducts of Varying
Cross Section
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Streaimwise velocity profiles at different cross 4. CONCLUSION
sections for the flow in the square cross-section
duct are presented in Figure 4. They prove the A general finite-volume method for the prediction
excelent agreement between the predictions and of three-dimensional laminar incompressible
the analytical solution. Corresponding profiles for flows, governed by the full Navier-Stokes
the flow in the elliptical cross-section duct are eutons, in complex geometries was presented.
shown in Figus 5. Once again, the accuracy of TAgeomietry is mapped using non-staggered
the predictions is good. grids and non-orthogonal curvilinear coordinates.

The strong conservation form of the governing
Finally, the method developed will be used to equations with the Cartesian velocity components
predict the flow in a S-shaped duct of square as dependent variables is employed. The
cross-section. S-shaped ducts occur in many pressure-weighted interpolation method is used to
industrial applications including intakes in calculate the velocities at the cell faces, ensuring a
aircrafts, internal combustion engine passages and strong pressure-velocity coupling.
river bends. An experimental study for the
geometry shown in Figure 2d) is reported in [18] Validation of the method developed was made by
and the available data will serve for validation comparing numerical and analytical solutions for
purposes. Due to symmetry only one half of the the transport of a scalar in a prescribed flow field
duct, mapped using 12 x 24 x 46 grid nodes in and for two benchmark flows. Prediction of the
Z*, R* and streamwise direction, respecLvely, flow in a S-shaped duct of square-cross section
was considered in the computatiL -Z. i as demonstrated the capability of the method to
Measurements available at Section 1 (see Figure simulate flows in geometries of practical interest
2d) were used as inlet boundary conditions. Comparison of the predictions with available data

reveals satisfactory agreement. Possible sources
Some selected results are displayed in Figures 6 of inaccuracy are the coarseness of the grid, the
and 7. Figure 6 shows radial and streamwise insufficient knowledge of the boundary
velocity profiles at R* = 0.3 for the sections conditions and the experimental errors. The
indicated in Figure 2d), where measurements are algorithm is validated and their extension to
available. Here, R* and Z* are non- compressible all Mach number flows is in
dimensionalized coordinates ranging from 0 to 1. progress.
Figure 7 shows experimentaf and predicted
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Discussion

C. TAYLOR, UNIV. OF SWANSEA, U.K.
The downstream boundary condition imposed is inadmissible since flow is not fully

developed. Imposition of flow field here and at entry is also inadmissible. Suggest authors use
either an updated traction boundary condition (a 'natural" B.C. from the conservative form of
the equations) or extend the computational domain downstream.

AUTHOR'S REPLY
In order to place the exit section in a fully developed flow region it would be necessary to

extend the computational domain at least 20 hydraulic diameters downstream of the exit of the
second bend. This would increase dramatically the computational requirements. The curvature
of this particular duct is not very strong and the rate of change of the streamwise velocity is not
large. Therefore, although we agree that the assumption of zero streamwise gradients at the exit
section may be a source of inaccuracy (see section 3 of the paper) we believe that the main
reason that justifies the observed discrepancies arises from the inaccuracy in the specification of
the inlet velocity profiles which propagates downstream. The outlet velocity profile was not
prescribed. However, this could be done according to the experimental data provided that care
is taken such that the mass flow rate is the same at the inlet and outlet sections.

M. ACOVIDES, UMIST, U.K.
In our experience for accurate curved duct flow computations the computational domain

should begin at least three diameters upstream of the bend exit and the exit boundary should be \
located several diameters downstream of the bend exit. This may account for the disagreement
between the predictions and the experimental data.

AUTHOR'S REPLY
We fully agree that the main source of disagreement between the predictions and the

experimental data arises from the prescribed boundary conditions of the inlet and exit sections,
as stated in the last paragraph of section 3 of the paper. If there are detailed velocity
measurements at the inlet section in order to permit the accurate specification of the inlet
profile, the inlet boundary cordition that we have used is the best one. Otherwise, the inlet
section can be placed several hydraulic diameters upstream as you suggest. In such a case,
however, a previous computation must be carried out in order to calculate the fully developed
flow in the straight duct which would be prescribed as a boundary condition for the
computations in the curved duct. The placement of the exit section several hydraulic diameters
downstream the second bend could also improve the results at the expense of an increase in CPU
time. Although we agree with your comments, no additional efforts were directed towards the
improvement of the present predictions because:

(1) The first three test cases revealed an excellent agreement between the measurements
and the predictions.

(2) The disagreement found for the flow through a S-shaped square cross-section duct is
restricted to some profiles at stations 4 and 5 and is not very significant.

(3) The primary objective of this paper is not the computation of the flow in this S-shaped
duct but rather the development and validation of the solution method.
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M. RACHNER, DLR, COLOGNE, GERMANY
What pressure-difference quotient did you use in the momentum equation of the boundary

cells normal to the boundary?

AUTHOR'S REPLY
The pressure term is computed from the difference between the pressure on the cell face

opposite to the boundary and the pressure on the boundary. The pressure on the opposite cell
face is linearly interpolated from the two grid nodes on each side of the cell face. The pressure
on the boundary is linearly extrapolated from the two closer grid nodes in the direction normal
to the well.
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ABSTRACT

Aerodynamic losses incurred in gas turbine Greek symbols
ducting are often substantial, contributing in a i change in a variable
significant way to the overall compression or e pressure dissipation parameter
power loss. A finite element Navier-Stokes ji viscosity
compressible turbulent code, NS3D, has been p density
under development between Pratt & Whitney
Canada and Concordia University to help in the Subscripts
understanding of the flow field in such ducts and art artificial viscosity
diffusers, in order to control the loss mechanisms. / i, j nodal indices
The code is based on a Newton-Galerkin finite p related to continuity equation
element method, with equal order interpolation for t related to turbulence
velocities and pressure. The system of linear u related to x-momentum equation
equations, at each Newton iteration, is solved for v related to y-momentum equation
the primary variables (u,v,wp) simultaneously,
with either iterative methods designed to run on V pertaining to momentum equations
engineering workstations or with direct methods w related to z-momentum equation
on supercomputers. Turbulence is modeled x,y,z differentiation with respect to x, y, z
through the well-known (k,e) model, with wall Superscripts
functions. LHS left hand side

The code has been applied to the compressible n iteration number
turbulent analysis of intercompressor ducts and P contribution to the pressure term

diffusers, and compares reasonably well to RHS right hand side

experiments. In addition, the code is being u contribution to the u-velocity term
currently used to obtain improvement of duct V contribution to the v-velocity term
performance through numerical re-design. w contribution to the w-velocity term

LIST OF SYMBOLS 1. INTRODUCTION

e element index The simulation of complex turbomachinery fields
E total number of elements by means of inviscid and viscous flow equations is
[k] element influence matrix becoming the preferred analysis and design tool in
[K] global influence matrix the gas turbine industry. There is no shortage of
[L), [U] lower/upper compisition of [K] methods for discretizing the governing fluid flow
Lh [ flow e cequations, with these methods differing in their

[M mass flow discretization of the time terms, space terms,
[M] global mass matrix linearization and algebraic equations solution
p pressuremehd
(R), RII residual vector at nodes, residual method.

norm The predominant space discretization methods in
Re Reynolds number industrial practice are the Finite Difference (FDM)
t time and Finite Volume (FVM) Methods, with the
u~, Vw velocity components Finite Element Method (FEM) a distant third,
V velocity vector since it is wrongly perceived as taxing on

computer memory. Space discretization methods
differ in applying the dissipation necessary to



31-2

stabilize the numerical solution and two Continuity:
approaches are common: centered schemes, with
dissipation introduced through an explicit artificial V * )= eV2p (1)
viscosity and upwind schemes, applied directly to
the convective terms. For time discretization, Momentum:
explicit and implicit approximations can be used.
Explicit schemes trade the speed of convergence p (V7.v) V + V (V.p) = - Vp
for simplicity by not requiring matrix inversion R+ 2. )] v. V)
and are easily vectorizable and parallelizable. Re- v(tVV+ Vx[VxV + 2 V.V (2)
Large-scale problems are therefore more amenable
to solution on today's computers, with a sacrifice Simplified energy equation:
of large solution times but manageable memory
resources. Implicit schemes, on the other hand, H =-__p + 1/4 (3)
allow much larger time steps at the cost of 0 y-1 p 2
inverting some matrices at each step. These range Equation of state:
from fully-coupled schemes, to ADI schemes, all
the way to schemes that only require the solution - RT (4)
of scalar tridiagonal matrices. P

It is well known that odd-even decoupling or
This hierarchy of simplifications via explicitness checkerboarding would occur unless unequal order
and/or segregation in the solution of the coupled interpolation or staggered grids are used. To
system of equations is, however, at the cost of overcome decoupling in a simpler manner, a
additional iterations to obtain the same overall pressure dissipation term e V2p, has been added to
convergence of the nonlinear system. It can be the continuity equation for the regularization
argued that coupled methods of solutions are needed for equal order interpolation of velocities
impractical because of their memory requirements: and pressure.
nevertheless their convergence is faster and
simpler, as the usual bells and whistles of After FEM discretization and Newton
uncoupled methods are not needed. The slow linearization, the following delta form of the
convergence of explicit methods, in addition, leads equations must be assembled in terms of the cell-
to the temptation of accepting partially converged vertex unknowns of pressure and velocity
results under the guise of sufficient engineering components:
accuracy. This is not without danger as was
demonstrated by Pulliam [I]. ([k .A + [ + [k. a , + [klA .= - (R

These reasons led us into a Pratt & Whitney-
Concordia joint research program to develop ([k.A p. + [k.Aa +[kAv + [k ! .A) = - (R,,
simple, but effective, methods for the solution of
the fully-coupled system of inviscid (Euler) [21 ([k§.AP. + [k§Aa + [kiAJA + [kAZ) = - (RJ
and viscous (Navier-Stokes) [3] equations. The
scheme developed is a Newton-Galerkin [k ,.v,[LA +Ek7LAZ = (RI
formulation, with a Laplacian pressure dissipation [k] + + ~ J =-
term added to the continuity equation for Navier-
Stokes formulations. The space discretization is After assembly, this can be written in the matrix
by finite elements, the linearization of the system form:
is carried out by a Newton method, and the
solution of the coupled system of linear equations, F[KV 4 [KP AV R
at each iteration, is either by a direct method (for (
supercomputers) or by iterative methods (for [ R,
workstations) [4]. [Ky !iKP] AJ ~ } 5

2. GOVERNING EQUATIONS The remainder of the variables are solved in a
segregated manner. Turbulence is modelled with

The steady, three-dimensional compressible, the classical (k-E) model using standard wall-
variable viscosity, Navier-Stokes equations can be functions [5]. After FEM discretization the
written as: turbulence matrix is solved with a direct (frontal)

solver.
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The next two sections describe the direct and completed factorized rows. As soon as a
iterative schemes developed for the solution of the processor has completed the factorization of its
matrices resulting from the present coupled group of rows, it operates on the next unfactorized
approach. These include preconditioned conjugate group. The vectorization is carried out on the row
gradient-like methods suitable to run on advanced operations using loop unrolling of various levels
Engineering Work Stations (EWS) and direct witfi the vector length controlled by the bandwidth
solvers suitable to run on supercomputers. and the stride being I since all vector components

are contiguous.

3. DIRECT SOLVERS: GAUSS 3.2 Speeding Up the Process
ELIMINATION ON SUPERCOMPUTERS

It should be remarked that the best effort of
Some pioneering work has been initiated by Storaasli et al. yielded a speed of 1.57 Gigaflops,
Storaasli, Agarwal and Nguyen [61 who, using the which is impressive, but substantially below the
computing power of a Cray Y-MP with 8 peak of the Cray Y-MP. We have introduced the
processors were able to achieve impressive following features which add substantial speed to
execution rates for the direct solution of a the process:
symmetric set of 54,870 equations for the
structural analysis of the Space Shuttle Solid 32.1 Dynamic Assignment of Equations to
Rocket Booster. In our solver, their ideas have Processors
been further extended by the following important Since each processor must be initiated, taking
features: some finite time to come on stream, speed is

gained by dynamically assigning groups of
" the CFD system matrix is non-symmetric, equations to be operated on to the available
" a larger set of equations, with a larger processors.

bandwidth, is solved,
• a group of equations is eliminated in each 322 Dynamic Loop Unrolling

processor, rather than a single equation, Loop unrolling is a technique to minimize the
* no special language, other than Fortran, is fetching and storing of data to and from memory

used, in a compute intensive application. It consists of
" the parallel-vector strategy is highly optimized, exp!icitly writing out portions of a DO-loop to

minimize the number of times data is stored back
3.1 The Vector-Parallel Gauss Elimination to memory. Storaasli et al [6] use level-9 loop

unrolling and pre-divide the matrix into blocks of
The matrix is stored in a continuous vector 9 rows each. In such cases two special short
containing the entries row-by-row, with a variable blocks can occur: one at the elimination row and
bandwidth, i.e. in a skyline mode. Two indices are one at the farthest row used to eliminate it. By
defined: the first to indicate the start of each row dynamically sizing blocks to start at the first row
and the second to point out the farthest row above affecting the elimination, only one special short
it affecting its elimination, block can occur and, over the large number of

operations involved in the matrix decomposition,
Unlike the classical Gauss elimination procedure this can translate into a sizeable saving.
which starts elimination from the top of the
matrix, Storaasli et al [6] invert the proced..re by 3.23 Dynamic Elimination
selecting a row to be operated on and all previous In a static elimination procedure, a block is only
rows affecting it then are used to eliminate the processed if all information within that block is
corresponding columns of that row. This is more ready, i.e. the whole block has already been
amenable to parallel computing since at the row operated on. This implies a wait state with a
being eliminated synchronization is needed only processor idle if the entire block operations are not
with a number of preceding rows equal to the yet complete. In a dynamic elimination, instead of
number of processors, i.e. much less than the spending CPU cycles in an idle state, the processor
continuous synchronization that would be required is allowed to start operating on the completed
by the classical Gauss elimination. In addition, the portion of the equation block. While this partial-
fact that many rows are available for elimination block operation affects the level of loop unrolling,
of the selected row allows loop unrolling, the penalty is less than allowing a processor to

remain idle.
The decomposition therefore proceeds by
assigning a group of equations, here 5, to each 3.2.4 Load Balancing
processor. The elimination is performed in Another aspect of dynamic allocation is that it
parallel on the processors, using all previously provides a mechanism to balance the load across
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the processors. As soon as a processor has case 6 has a large number of unknowns and a
completed the elimination of its group of rows, a moderate bandwidth, while test case 5 has half the
new group is assigned to it. A scheme has been unknowns but double the bandwidth. The ratio
introduced where, instead of waiting for the between the two speeds works out exactly to be
completion of the previous rows of equations, the proRortional to NB 2 , where N is the number of
processor suspends the elimination of its group of equations and B the bandwidth. The fastest
rows and goes back to get the next group to be execution rate, 2.307 Gigaflops, is obtained in test
eliminated. This minimizes the idle time of a case 7 selected for its large bandwidth, which
processor and provides a continuous fine-grain enhances vectorization by increasing the vector
load balancing throughout the elimination, length. In November 1990, this solver proved to

be the fastest scientific code on a Cray, worldwide.3.3 Gauss Elimination for the Navier-Stokes
Equations 8-CPU ELAPSED

Gflops SECS
The Gauss elimination benchmarks have been TEST5 ' 276 5;
obtained on a Cray YMP-8 computer as well as on TEST6 1.980 31
an LBM-3090/600J-VF. The equation sets solved TEST7 2.307 77
are from the discretization of the Navier-Stokes
equations for the three-dimensional flow in a gs Table 3: 3-D Navier-Stokes Gauss solver
turbine diffuser and test cases size information is on CRAY YMP-8/128
shown in Table 1.

- Table 4 presents the speed on 6 processors of the
N # I MAX Storage IBM-3090, in production mode. Results marked

ELEMS E Mwords with an asterisk indicate estimates based on timing
TEST1 1,785 6,804 476 5.5 for other test cases. The Table shows that speeds

2,208 8,496 492 7.5 of the order of 80 Mflops are attained on a single
3,168 12,192 688 14.7 processor, i.e. 58% of the peak rate of the IBM-
3,762 14,630 964 25.1 3090.

T21,936 50,470 1,269 116
26,078 100,334 620 110 Parallelization indicates an efficiency of up to

TE___ 7,500 24,021 2,258 91.7 99%, with rates of 435 Mflops attained on 6
processors. The results point out that the speed
that can be achieved corresponds to the memory

Table 1: 3-D Navier-Stokes Gauss solver transfer rate of the IBM-3090.
Test Case Information

Tables 2 and 3 present the performance of the 6-CPU SPEED ELAPSED
Cray YMP, obtained in dedicated mode. Table 2 Mflops I TO 6 SECS
presents the results obtained on 8 processors with TEST 1 402 5.5 5.4
32 Megawords of memory and using multitasking. TEST 2 410 5.5 7.6
Results indicate that the speedup from 1 to 8 TEST 3 423 5.6 21
processors has an efficiency of the order of 96% T4 433 5.5 51
and that the larger the problem, the better the EST 5 435* 5.5 311*
parallel efficiency. TEST 6 402* 5.5 156*

TET 7 424* 5.5 421*
MflopPsI GfRopsl I 1TO8

1.5 224 17 I85 Table 4: 3-D Navier-Stokes Gauss solver on
227 1.635 90% IBM-3090/600J-VF: speedup factors
238 1.796 94% and execution times

The execution rates demonstrated here, coupled
Table 2: 3-D Navier-Stokes Gauss solver with the rapid convergence rates of the Newton-

on CRAY YMP-8/32 Galerkin algorithm, illustrate convincingly that it
is possible to solve large-scale Navier-Stokes

The largest test cases attempted were on a 128 problems, of about 100,000 unknowns, to machine
Megawords YMP and are shown in Table 3. accuracy, in a few minutes on supercomputers.
Autotasking has been used for these cases Test



PRECONDITIONED CONJUGATE uV
GRADIENT-LIKE ALGORITHMS [A[K [M]+&[KP 1 AP RP (10)

Direct methods such as Gauss elimination require
O(NEQ 2-33) operations for the factorization step,
and O(NEQ 1.67) operations for the substitution In addition, for coarse grids, a streamline diffusion
step, while storage requirements are proportional is added to the problem on both sides of the
to O(NEQ 1-67 ) on an (NxNxN=NEQ) mesh. equation. This can be represented in the
Iterative methods for the Newton correction, on condensed form:
the other hand, can offer the advantage of O(NEQ)
storage and, under certain conditions, fj R.. '

preconditioned conjugate-gradient methods can [K(e,Rzan] LV = -
produce a machine accurate solution in Ap R (e) (11)
O(NEQ 1. 17) operations [7]. These estimates must,
however, be tempered by the sensitivity of This leads to an algorithm where the iteration
iterative methods to matrix conditioning. matrix, [K], is computed with progressively lower

values of the parameters e and Part, referred to asBecause of their low storage requirements and
operation count, iterative methods are well d.JIS, P artS, but higher than those in the
adapted to engineering workstations which are residual, denoted by ERHS, pwaRHS. The residual
characterized by large memory (512 Megabytes) is therefore computed with the smallest possible
and fast scalar performance (25 Mflops). values of these parameters for which the outer

Newton iteration converges.
The choice of iterative methods for the systems

arising from the linearization of the Navier-Stokes This hybrid artificial viscosity algorithm can be
equations is, however, complicated by the non- described as follows:
symmetry and non-positive definiteness of the
matrix. Classical conjugate gradient methods,
highly efficient for symmetric problems, become 1. Set: parRHS = partLHS
inapplicable. One must use variants, based either BRHS = d6WS
on minimization of the residuals, such as the -.
Generalized Minimum Residual (GMRES) method 2. V, p being given, compute IIRvRpIo
[8] or on extensions of the bi-conjugate gradient,
such as the Conjugate Gradient Squared (CGS) N .wton iteration:
method [9]. We have adopted a CGS method, -,
preconditioned by incomplete factorization 3. Solve AVi and Apt with PCGS at each
(PCGS). Given a matrix [K], we transform the Newton iteration,
system, [K _u()K( 'u )] fR( ) (12)

C[K] (Ax--R) (6)AR

into the preconditioned one,
4. Update V and p:

[L-'K]U {z) = [U 1(Ax ) (7) j AVl Vi

where {az}=[U =(8) + Ifp,

The introduction of a time dependent term in the
equations is found necessary to improve the till ILRVRplli+1 / ItRV,RpIo0<l0m, repeat
conditioning of the matrix by the addition of a from 3.

mass matrix, [M,1 /At,on the diagonal: 5. Lower EMS, p.,RHSand repeat from 2, if

necessary.
(m=3 for the first cycle and m=6 for a
second and subsequent cycles)

Normally two such cycles are sufficient.
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Convergence results are investigated for various 4.1 Diffuser I
time steps. The solutions are obtained for the
analysis of a gas turbine diffuser, at a Reynolds 4.1.1 Experimental Setup
number of 1,000 on a structured grid consisting of A schematic of the experimental setup is shown in
25 planes in the flow direction, each with 135 Figyre 1. A screen is placed before the diffuser
nodes, leading to a total of 11,521 unknowns. throat to duplicate the measured velocity profile at
Table 5 shows the effect of the time step on the the inlet to the diffuser in the actual engine. A
convergence properties of the Newton method and calibration of loss versus mass flow for the screen
that of PCGS. It can be seen that increasing the was obtained and used to determine the mass-
time step from 0.5 to 5.0 reduces the number of averaged total pressure just downstream of it, at
Newton iterations by a factor of nearly 6, while the the inlet to the diffuser. The exit pressure was
number of PCGS iterations per Newton step only measured with a five-probe rake which is rotated
increases by a factor of 3. The PCGS method to measure both the vertical and horizontal
could not, even with very high damping values of pressure variations.
e and pt, converge for the steady-state equations.
The penalty of solving the unsteady-state Diffuser pipe 5point
equations is, however, minimal: 26 Newton steps point
for the iterative method versus 22 for the steady-
state equations with a direct solver. Pleum

cover Pipe
Time~ Newton Av.P Total ScA extension
Step Iterations Iterations per CPU hours

Newton step (SGI 4D/310) Flow P Plenum

0.5 152 10 3.14

1.0 75 17 2.13 1
5.0 26 31 1.3922 2 9 Figure 1: Schematic experimental setup for

____22 9.27 diffuser 1 rig test.Steady state with Frontal solver
The loss definition for the diffuser is based on

Table 5: Convergence properties of PCGS as total pressure, Pt, using the following equation:
function of time step;eRHS=dJIS=

0.05; partRHS= 0.025; poartLHS= 0.05 Loss % = Pm 'out, 100

It is important to note that the hybrid artificial where: Pin =Plenum Screen[Lss
viscosity scheme is the key feature that allows the = P * (1.0-1.67 m)
significantly large time steps that make the use of Plenm
iterative methods viable for steady-state problems. Pt out= Average of rake values

The theoretical optimal rate of O(NEQ1 .17) for the 4.1.2 Numerical Boundary Conditions
computational time of the PCG method on The inlet numerical boundary conditions used
symmetric problems is also attained by the PCGS were based on the Mach number profile given by
method for non-symmetric test problems here. It the screen, at a mass flow corresponding to M=1 at
can also be shown that the fraction of the total the throat. This profile is then scaled down to give
computational time required for matrix integration the operating mass flow corresponding to the
and assembly is O(NEQ) and relatively important actual inlet Mach number. This somewhat
when compared to the incomplete factorization exaggerates the total pressure variation at the inlet,
[4]. as the actual total pressure loss through the screen

varies with the square of the mass flow while
S. APPLICATION TO linear scaling assumes that the loss varies linearly

DIFFUSER ANALYSIS AND DESIGN with mass flow.

A preliminary validation study for the current At exit, the static pressure obtained in the test is
code, NS3D, has been initiated at Pratt & Whitney specified.
Canada.



The correct trend is thus predicted, although theThe flow is computed with these boundary level of loss reduction is underpredicted. Moreconditions and a specified inlet total temperature. detailed experimental data, particularly at the inlet,
4.1.3 Computational Results as well as further numerical tests, are needed to

Two geometries were considered: an original fully assess NS3D's capabilities for this geometry.

version of this diffuser and a redesigned one for " Loss %
loss reduction. Figures 2 and 3 present the vertical Diffuser 1 Loss % Computed
Mach number profiles for the original version and Measued iformExpth
a redesigned version of diffuser 1, including the pefile ptfl
computed inlet and exit profiles, as well as the profile profile
experimental exit profile R. Orign 0.66 1.06 1.30

Table 7: Experimental and computed loss %

t I -for diffuser I

%I ' In addition to the computations with the
z experimentally derived inlet profile, the table also

S -l - t shows numerical tests using a uniform inlet
profile. The results show that such inlet profile

Numa:cal Exit _ _ reduces the loss by 15% for both the original and
Expcriet: Exit redesigned diffusers.

Vertical position Sensitivity of the computed loss to grid size in the
flow direction was also evaluated since the gridsFigure 2: Vertical Mach number profile: generally used in diffuser analysis are coarser in

original diffuser I that direction. Tests were performed using grids
with 287 nodes per plane and between 20 to 90

7 planes in the flow direction. The results presented
-- . .in Figure 4 shows that the loss level

asymptotically flattens out at around 90 planes,
-suggesting that grids of 20,000 to 30,000 nodes

shcu!d give grid independent solutions. More
importantly, it also shows that, while the loss level

- - N-.xi - t changes with grid refinement, coarse grids still
-u a: ExIt = - yield reasonable flow characteristics and give the

•it - ability to make relative loss comparisons.
40 -a I-U -i 0. U -S G'

Vertical position

Figure 3: Vertical rake Mach number profile:
redesigned diffuser 1

'A 0.7S. -

There is a noticeable skew in the exit Mach 0

number profile, although the computed profile has
less skew than the experimental one. Table 7
shows the computed and experimental loss
prediction. The computed values were obtained 0.50
on fine meshes (25,830 nodes) and are somewhat Number of computational planes

higher than the experimental ones. A comparison
of the two diffusers based on computed loss shows Figure 4: Effect of number of planes on the
a 7% (experimental inlet profile imposed) to 10% computed loss; original diffuser I
(uniform inlet profile imposed) loss reduction with
the redesigned diffuser while a 30% loss reduction 4.2 Diffuser 2
is observed in the experiment.

4.2.1 Experimentai Setup
1 All the results presented in this section have The basic experimental setup is similar to that of
been non dimensionalized and represent relative the previous case but with no screen, leading
rather than absolute values.
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The diffuser was also preceded by a straight
section of pipe, in order to develop the flow.
There is a static pressure tap one half throat -
diameter upstream of the. inlet. Using this
measurement together with the mass flow and the
assumption that the peak total pressure is equal to
that of the plenum, a fairly accurate inlet profile
can be constructed. There is no rake at the exit.
and instead, the exit flow is measured by
traversing just downstream of the exit.

422 Numerical Boundary Conditions
The flow is analyzed with a straight section added Figure 5b: Computed Mach number contours for
upstream of the diffuser inlet to allow the flow to the original diffuser 2
develop to the point where the peak total pressure
and the static pressure match the experiment. In Figure 6 the mass-averaged static and total
Unfortunately, the static pressure tap was matched pressure distributions for the original version of
at the throat instead of its actual position slightly diffuser 2 are presented. The figure also points out
upstream of it, leadinb to a peak Mach number at some geometric features: where the cross section
the static pressure tap location of 0.77 compared to changes from circular to oblong and where the
0.80 in the experiment, a 4% difference. meanline starts to bend.

At exit, the static pressure was set equal to the It can be seen from the results that static pressure
barometric pressure. rises quickly at the beginning and then tails off,

while the total pressure drop is quite mild. As the423 Comptaieonal Resulhs meanline curvature begins, secondary flows
Two geometries were considered: the original induce strong mixing. This process raises the
diffuser 2 and the same diffuser with an added static pressure but also generates loss, eventually
horizontal splitter blade. This arrangement is causing the static pressure to fall, leading to a peak
thought to decrease the pressure loss by reducing of static pressure well before diffuser exit.
secondary flows.

The experimental and computed exit Mach
number contours are compared in Figures 5a and -oC
5b for the original diffuser. The contours are Inc
similar, with two high speed zones where the
Mach number peaks at 0.24 and 0.25 for the me-.--- k

experimental and cornputcd solutions, -Beg-Al,

respectively, and a fairly quiescent zone at the
lower section of the exit. The mass-averaged
Mach number is 0.187 for the computed solution Tow Prem _
compared to 0.175 in the experiment. Staic Pressure

0 10 20 Plane 30 40 so

Figure 6: Static and total pressure distributions
for the original diffuser 2

To obtain a more steady rise in the pressure, a
horizontal splitter plate is added just upstream of
the bend, effectively doubling the aspect ratio of
the channel. This should reduce secondary flow
losses and allow the static pressure to rise more
uniformly. The mass-averaged total and static
pressure distributions for diffuser 2, with a splitter,

Figure 5a: Experimental Mach number contours are shown in Figure 7. The effects of the splitter
for the original diffuser 2 plate are as expected: a more gradual total pressure

drop, as well as a more uniform rise in static
pressure.



Table 8 compares the total pressure loss and static converges reliably and rapidly. The current
pressure rise coefficients for the two diffusers. sequential optimization process involved ten
The splitter version generates more loss but has a geometries, analyzed over a two weeks period
higher static pressure rise. This higher static using a Silicon Graphics 4D/340 EWS.
pressure rise leads to a better performance since _

the diffuser outflow is dumped into the combustor
with little or no recovery. It should be noted that
these conclusions are based on a best case scenario - - :
since the analysis assumes a splitter with zero
thickness and a diffuser with a clean axisymmetric
inlet profile, minimizing incidence losses at the _
splitter. '1

J Total Pressure
/ .... Static Pressure

I Plant

Figure 8: Static and total pressure distributions
Total Pressue for the original diffuser 3

- The analyses revealed two main shortcomings of
I 0 - the original area distribution: the area ratio was too

Plane large and too much diffusion was occuring in the
narrowest part of the bend. The redesign thus

Figure 7: Static and total pressure distributions aimed at reducing the area ratio and the diffusion
for diffuser 2 with a splitter in that part. The effects of these changes are

shown in Figure 9. As can be seen, the amplitude
Diffuser 2 Loss % c of the irregularity in static pressure rise, as well as
Orginal 1.00 IN the steepness of the total pressure loss are reduced.
Splitter 1.05 1.043 The loss and static pressure rise coefficients are

given in Table 9. The redesigned diffuser has
Table 8: Loss and static pressure rise noticeably reduced loss and increased static

coefficients for diffuser 2 pressure rise coefficient. Testing of this improved
geometry is currently under way and will further

When the diffuser with a splitter was finally tested help in validating NS3D.
in an engine, it showed a slight performance
increase compared to the original diffuser. The
improvement was somewhat smaller than
predicted by the Navier-Stokes analysis, the inlet
conditions in the engine being likely different
from this best case scenario analysis. ___._

4.3 Diffuser 3 _ _ _

In this section we examine how a Navier-Stokes- .

based design system can be used to optimize Total Pressure
diffuser performance. In a first attempt to improve 71 Static Pressure
performance, we restrict geometry modifications
only to area distribution optimization along the
meanline. Figure 8 shows the total and static Plane
pressure distributions for diffuser 3 which are Figure 9: Static and total pressure distributions
quantitatively similar to that of diffuser 2. An for redesign of diffuser 3
effective design process requires optimization via
the evaluation of a large number of geometries,
which can only be achieved by a code that
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Diffuser 3 ss% of-core version of the method, to handle even
Original 1.00 1.00 larger CFD problems.

Redesign I 0.81 1.053
Undoubtedly, the continuing evolution of

Table 8: Loss and static pressure rise hardware will permit to take increasing advantage
coefficients for diffuser 3 of tie properties of fully-coupled strategies for

fluid dynamics problems.
6. CONCLUSIONS
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Discussion

T. VOGEL, DLR, GERMANY
I would like to see the geometry of the diffusers one to three. Do you have any viewgraphs

which show the desigrns?

AUTHOR'S REPLY
Geometry of the diffusers used in this code validation study are not available for external

distribution.

D. HAARMEYER, MTU MUNCHEN, GERMANY
Have you ever tried to apply a multigrid algorithm to solve the equations iteratively

instead of the CGS or PCGS method?

AUTHOR'S REPLY
We have not yet considered using multigrid methods but have not ruled it out. Before

trying the multigrid (MG) method, we will first try to use mesh interpolation from coarse to fine
grid to improve the computational efficiency. We would also try using mesh refinement and
mesh adaptivity before multigrid. Multigrid could then be used as an extension of the previous
approach. We should mention that PCG-like methods are currently being used as smoother in
MG to improve its robustness. In that sense, MG could be viewed as complementary to PCG-
like methods with interpolation, mesh refinement and mesh adaptivity.

F. BASSI, UNIV. OF CATANIA, ITALY
Do you think that your method could be extended, with the same efficiency to transonic

and supersonic flows?

AUTHOR'S REPLY
We have successfully extended our method to transonic flows (choking flows) and there

were no noticeable degradation in the iterative solver efficiency. We have not tried supersonic
flows.
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Summary 
Germany

One of the major tasks for the development of novel airbreathing space transportation systems, operating
from usual airports by horizontal take off and landing, is the integration of an advanced propulsion system
in the cell of that spacecraft. The air intake and in particular the free expansion nozzle affect not only
the efficiency of the engine but also severly the forces and moments, and with that the control, of the
complete spacecraft. Therefore, of course, it is necessary to know in detail the flow fields through such
nozzles and its interaction with the external airflow. Another project deals with conventional rocket
motor nozzles where by injection of turbine exhaust gases in the expansion part of the nozzle the wall of
the nozzle is cooled (fiimcooling concept) and the thrust is slightly increased.'tTheoretical investigation
of these and other nozzles is the objective of this paper. Euler and boundary layer methods will be
applied to predict the flow fields of the nozzles whereat special emphasis is laid on the consideration of
real gas effects. The theory of the Euler method used will be described in detail while for the second
order boundary layer method the governing equations are presented and the range of its applicability is
shortly discussed. Finally results for a variety of nozzles will be given.

1 Introduction with each other having completely different equations of

In recent years the interest in hypersonic floss has grown thermodynamic state, the numerical description of such
very rapidly. This is due to the fact that around the flow fields is complicated because the location of the shear
world the development of new space transportation sys- layer (inviscid approach) or the mixing zone (viscous ap-
tema has been discussed. Besides the National Aerospace proach) are a prioi not known. In inviscid flow one pos-
Plane in USA, particularly in Europe the projects Ari- sibility to overcome this problem consists in to fit the
ane V, Hermes, Singer and Hotol play an important role shear layer, which means that one has to employ time-
in this field. In order to deal with the aerothermody- dependent grids. This strategy will be followed here and
namics in a proper way national and international hyper- examples (considering real gas effects in chemical and
sonic research programs are initiated which encourage ex- thermal equilibrium) will be discussed in this paper. Hy-
perimental and above all numerical investigations. This personic windtunnel (shock , ubes, vacuum tunnels) are
new challenge brings together aerodynamicists, thermo- mainly working with conical nozzles. The flow quality
dynamicists, chemists and people working in the area of in such nozzles which is affected by the evolution of the
gas-kinetics. There is a growing significance for Computa- boundary layer and the real gas effects will be investi-
tional Fluid Dynamics (CFD) predictions of the flow field gated, too.
behaviour and flow phenomena, since for hypersonic flows The goal of this paper is to
not all of the similarity parameters can be reproduced si- % present different nozzle concepts
multaneously in the related windtunnels.
Windtunnel investigations are important for studying ba- • describe the theoretical tools developed to compute
sic physical phenomena and for validation purposes of the the flow fields through the various nozzles
numerical prediction methods. 9 discuss the results.
All the above-mentioned space transportation systems
need either propulsion systems and/or Reaction Control
Systems (RCS), which may be given for example by rocket 2 Thermodynamic Formulation
motors, thrusters, scramjets, ramjets and turbojets. The
efficiency of those systems depends strongly on the expan- Euler and 2.order boundary layer methods are applied in
sion nozzles used. Besides the conventional rocket motor order to calculate the various flow fields. These methods
or thruster nozzles, the airbreathing propulsion systems of are formulated considering equilibrium real gas effects. In
hypersonic spacecraft require new concepts for expanding thermodynamic equilibrium there exist two independent
the gas exhausting from the combustion chamber (e.g.: variables. Two equations are necessary combining the-
free expansion nozzles). One of the major tasks for the four variables p (pressure), p (density), T (temperature)
development of such hypersonic space transportation sys- and c (internal energy per unit mass). These equations
tems is the integration of the propulsion system in the are the caloric and the thermal equations of state. The
cell of that spacecraft. The air intake and the free ex- thermal equation of state for real gas can be written as
pansion nozzle affect not only the efficiency of the engine
but also severly the forces and moments of thecomplete p = Z(p,T) (1)
spacecraft. This makes it necessary to know in detail the
flow behaviour through these devices and their interaction
with the external flow field. Z : compressibility factor
An advanced concept of a rocket motor nozzle consid- R : specific gas constant per unit mass
ers the injection (in the expansion part of the nozzle) of
turbine exhaust gases tangential to the nozzle contour in For non-dissociating and non-ionizing gases one has Z

order to utilize the cooling effect of the as (film-cooling 1 if the pre- ure is low enough that van-der-Waals effects
of the nozzle wall) and to increase the thrust. In the are not important. In this case the thermal equation of

afore-mentioned cases real gas effects cannot be neglected state for thermally ideal gas can be applied:
and have to be accounted for. If various gases interact
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The caloric equation of state connects the internal energy * definition by the internal energy
c per unit mass to the density and temperature and can h

be written in general as .,2 = 1 + - -

C =(p,T) (3)

in a dilute non-dissociating and non-ionizing gas the en- perfect gas
ergy does not depend on the density and one has

In the case of perfect gas all three definitions are identi-
c = e(T) cal. For thermally ideal gas , and %yfp are still identical.

For a completely real gas the definitions are quite dif-
E(T) = [c(T)dT + const ferent. In the latter case the most useful definition is the

c third one %Yff2. The implementation of the state equation
c(T) :specific heat at constant volume of real gases in equilibrium in an Euler method requires

(4) teknowledge of P(p,c) and the derivatives ( 2 ),an

Below 500C the specific heat in air is independent of the na
temperature th ), if the speed of sound is needed by the algorithm.

The boundary layer equations require the determination
of the viscosity and the heat conduction coefficient as a

c. = 5/2R function of the internal energy c and the density p as well
E = c.T as the derivatives of the temperature T with respect to e

OT aT
(5) and p, ( &- ), and ( 0P ),. For air the real gas descrip-

and air behaves as thermally and calorically ideal gas tion can be taken from Mollier - fit routines defined in
(perfect gas). Above 5000C molecular vibration can be [1] or from routines approximating the related dependent
excited, leading to a temperature dependence of c.. variables as a function of density and internal energy by
The thermal and caloric equations of state can be corn- the aid of bicubic splines [2]. For other mixtures of gases
bined to give the desired expression connecting the pres- the equations of thermodynamic state were calculated by
sure with density and energy the computer code of Gordon & McBride [3], which con-

tains also the equilibrium chemical kinetics of combustion.
p = pRT(p, c)Z(p, E) (6)

The speed of sound is defined by 3 Fluiddynamic Formulation

(l ) 3.1 Euler Equationsc2(p,p) = _
/  

(____(7)( P ) -= - (L) 7 The basic equations governing the inviscid fiowfield de-
Pscribe the conservation of mass, momentum and energy.

If one chooses the conservative variablesh = c + p/p, h :specific enthalpy

s specific entropy QT = (p, pu, pv,pw,e),

With the definition eq. 7 the speed of sound can be ex- these equations can be written in the divergence form
pressed by any two independent thermodynamic variables !F !G OH
for example the density p and the internal energy c which t+ +' G + OH (10)
are governing variables in the fluiddynamic equations

() Fp T~ (= (pit, puI 4P, puv puw'U(e4+-P))c-(P'C) 1p2k 1± 9p GT = (pv,puv, pv
2 

+ p, pvw,v(e + p))

Hr = (pw, puw,pvw,pw2 4+ p,w(e - p))

For perfect gas the speed of sound is given by p density

u,v , : cartesian velocity components
c2 = "iP/P (9) e total energy per unit of volume

with -t = c,/c. the relation of specific heats. Various p static pressure
isentropic exponents can be defined which ha-'e their im- This system of equations is closed by a relation between
portance for different assumptions of the state of the gas. the pressure and the dependent variables Q, which has to

" definition by the ratio of specific heats be derived from the thermodynamic equation of state-The
(Oh total energy is defined by

c T =- _ dh e = pC - 2(u1 - t + wI) (11

UT - and for a perfect gas one obtains the familiar result for
I the pressure

thermally ideal perfect gas 1 
2

p = ( -1)(e "P(_1 _t t72 + ,,))

" definition by the speed of sound For an equilibrium real gas eq. 6 is applied. In prac-
tice the full equilibrium Euler code with the equation of

S= O(lnp) Oh = d. state approximated by the methods, mentioned in section
/fOn) d 1, needs approximately 25 % more computer time than

the corresponding perfect gas code. The general strategy
thermally ideal perfect gas is to integrate the Euler equations by applying a split-

matrix method 14,5,61. Therefore eq. 10 is rewritten in



a quasi-conservative form (quasi-linear, conservative vari-
ables) and then transformed to a generalized curvilinear A,2.3 = '.
time-dependent coordinate system ( ,7l,(,r) . A4 = U + cRjVn
In three dimensions one obtains A6 = U, - cntVnj

+  + +  = 0 (12) (14)

with where

(zyz,t); =7=,7(zyzt); . 0, + n,, VnI (n' + n'+ n ) " ; n 7t~~~,. ,(rYz0 11 =:( ,, z, ;,V

= (Z,,z,t); r=t =/jVnj

and For the three dimensional case the left and right hand
eigenvectors arranged in the matrices T,,T,-,' can be
found in [6,81. The similarity transformation is than given

= jn. + kn, - In. + n by
At (J,K, C) for n=:( ,C)

OF OG OHJ ~ ~ 9 -Q;ka ;l Q Yt = TnAnT ,

The quasilinear form eq. 12 can be derived for any set A. = diag(A,,A 2 ,A3 ,A4 , As). (13)

of dependent variables Q. If conservative variabels with
QT = (p, pU,pv,pw,e) are selected eq. 12 is called quasi-

conservative. The shock capturing capability of this for- The Jacobian Y has the threefold egenvalue A1 2 3  U.
mulation is excellent what has been demonstrated in [6] T he ran A is the orre spond-
with the exception of strong hypersonic shocks. The ma- Supposed the rank of At is fully decreased the correspond-
trices At in eq. 12 for perfect gas can be found in [71 for ing eigenvectors have thee fre ee components which have
time independent grids. For time dependent grids, which each other. In three dimensions the choice of the related
are necessary using fitting procedures, either for shocks or eigenvectors with respect to the references [6,7,81 is ap-
shear layers, the term nt • I (I = identity matrix) has to e i e , ut a reuct o the eieences matis to
be added to At. To deal with a general equation of state propriate, but a reduction of these eigenvector matrices to
to take into account equilibrium real gas effects, one has two dimensions (plane or axisymnetric flows) leads to lin-
to rederive the Jacobians At of the flux vectors. Applying ear dependent eigenvectors for the corresponding twofoldeq. 11 one gets for the generalized Jacobian At [61 eigenvalues A 1,.

Nozzle flows are often 2-D or axisymmetric.Therefore an-
0 n- % other, more suitable choice of the eigenvector matrices ,

n.*R - uOn n.u(1 - P.) + O, nu - n ~vp, and T1, in two dimensions has to be made
At = nAR - vO. n.v - nVuP. nv(1 - ) + 0, 1 0

n.$R - wO. n~w - n.up. n,w - nvp.(tR - "+-. n.! - O,,up, n s t - O,,vp, u fty u + CRfi=

Pu00 t ii x V E + C R( i i y i ~n, 0 "-+ -CA , - h +- i(f=+ fu

npu - n~wpc nu -
n.v - nywI5, n.Pc + n"

n~w(1 - A.) + O n ,P,
n ,'+, - (.w fi O n(1 + P.) u - CR ii.

with V - CRhy

- CR(tUflz + VhVi)
P. up

p I - ' )-h

2 P (ui, vt CR Ch C
Cit = P. + 8,0 - Ci ny-- n 0

ep n -  -(ufi=+Vf,) C - C -
OR= P.(U' + u' V, + , e + CR 2CR 

2
ca I% 

2
R C

0,=n. + n,,v+ n~w 
2
cR 

2
CR 2Ru __ cl

where cR is the speed of sound for equilibrium real gases. (15)
In the perfect gas limit one has

M 2+ 2_e + p 2 -

p. = -)-) +=(Ui+v - /)+C= Vn

2 2CR to- "
p For axisymmetric flows (z,y) have to be replaced by the

= 2- l(u 2 + + w2 ) cylindrical coordinates (z,r) and the curvature terms

The scheme used for the integration of the Euler equations Hr = (pv, piv, pv , (C + p)v)
is based on the split matrix algorithm 14,5]. For that 0
the Jacobian At has to be diagonalized and then split have to be added to eq. 12, while 0.
according to the sign of the eigenvalues. The eigenvalues

of the Jacobians are given by
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3.2 Numerical Algorithm mum value of the CFL number (CFL = uAt/Ax) of CFL
= 1.75 i10].

The general idea of every flux vector splitting or split-

matrix method is to discretize the spatial derivatives with 3.3 Boundary Conditions
regard to the direction of the characteristic wave propa-
gation. For a one-dimensional consideration the region of For subsonic and supersonic inflow and outflow bound-

influence changes with the sign of the eigenvalues of the aries characteristic compatibility relations based on one-
related jacobian matrix. Therefore the Jacobian A( is split dimengional characteristic equations are employed. At the

according to the sign of the eigenvalues of A, yielding wall boundary, the flow is normally directed towards the

wall and consequently all characteristics except one are

S=T(A + A;)T71 = V + + KV- (16) included in the prediction step. The resulting flow values

with Q" do not satisfy the boundary condition

A: = (A ± IA). (fi.Q') = 0

Eq. 12 becomes for the three-dimensional problem )! = (O,n.,nb,,n,, O)
T /Vni

and have to be corrected using the eigenvector t, cor-

,+ !2+ x" N- + + K- responding to the characteristic directed away from the

+ £C + + I- IQ: =0 00 bd
body

(17) Q = .

The space derivatives of Q are discretized using third or-

der accurate upwind-biased formulas [9] (21)

As mentioned in the introduction in some nozzle concepts
1 various gases with quite different thermodynamic equa-

Q A+ = F-n(Q,n_2 - 6Q__- + 3Q, + 2Q,_+,) tions of state interact with each other. In inviscid flows a
1 shear layer or contact streamsurface (in 2-D a streamline)

Qn= - 6A(Q-+2 - 6Q,.+ + 3Q,_ + 2Q,,_i) separates the regions of different gases(inviscid approach
- no diffusion). But the location of this contact surface

(18) is a priori not known and will be part of the solution.

The formula is unconditionally stable as long as no shocks For the calculations discussed in this paper the shear lay-

are present in the flowfield. To prevent oscillations near ers are fitted by aligning a coordinate surface (here the

shock waves a non-linear artificial diffusion term d of Mac- n = const surface ) to that layer using the appropriate
Cormack type is added one-dimensional characteristic variables on both sides of

the layer and utilizing the condition that the pressure has
to be continuous. For the two-dimensional case the deriva-

d = dc + di + de tion of the conditions will be given below

aA 0.5

n , contact surface S(t,.x,y)

(19)zoeI

In [10] a systematic study of three step time stepping
schemes in conjunction with different kinds of upwind

space dicretisation has been conducted. The iterative
Runge-Kutta scheme for the stepping from time level (n)
to time level (n + 1) has the general form [11]

Q (0) Q. Q
QM1 Q, _ a' AtT(Qn)
Q(O) Q(

- - asZAtTP(Q"
Q(') -Q - asAtP(Q())

Q(3) = - 3AMP(Q)

Q(n+l) Q Using the one-dimensional, non-conservative characteris-

(20) tic variables employed for subsonic inflow conditions from

where the operator P contains the space derivatives and zone I into zone II (Fig. 1) one gets the relations 7' (for a
the diffusion terms. An advantage of the iterative Runge- conservative formulation see 121)
Kutta schemes is that only one intermediate set of flow
variables has to be stored in addition to the time levels 1
Q" and Q,,+. A linear investigation of eq. 20 shows that Pb 2 (P. p. - 2POCO(if(iU,. - U, ) - P. U
the scheme is third order accurate in time if the coefli-
cients are chosen a, = 1/3;a 2 = 1/2;a 3 = 1. Considering ub = 7' - P. Pb22)
non-linear effects the time accuracy of the scheme can- poco

not increase beyond second order and a von Neumann - p. - p
stability analysis, performed at a one-dimensional test = r - n,- -
equation, has yielded that the optimal stability region is Poe
achieved for a, = 0.275; a2 = 1/2; a3 = 1 allowing a maxi- denotes a reference state



Combining these three equations under the assumption
that the contravariant velocity component Ub z - and x2- momentum equations (a = 1.2):

nub + nvb = D (U. -U) has to be vanished in the
limit t - oo (D denotes the normal velocity of the p(vv 3 + vv 3 + r' vvl - 2A*b1vJ V3 ) =
contact surface S(t,x,y)) one obtains

D = P Vn (23) -9 -t- 's [(Av,)1 3 - 2A*b^pv - A'bpv ]/Re (28)
2poco 

.3

Further it is

s= DIVS (24) momentum equation (wall normal direction)

The contact surface coincides with the coordinate surface M6b 6 Pvv' = -P,3 (29)
n = conjt = n.,. In the computational space (7-,,Y7)
the point distributions along the arc length of the n -
coordinates (n =: , 7) is defined by energy-

R(-,fr/) = TI()F(r,7 ) (25) pcp(v'T. + vTA) - Ec (v~p,. - v 3p,3 ) =

with

o < '( ) < 1 Re g.0Ov' s + [(kT3). - A*b.kT 3]/PrRe (30)

0 < < 1 p, v0 , v3 , p, T, cp, ps denote density, contravariant com-
ponents of the velocity vectors in z and z3 direction,

R(r, 1, q) = F(-, 7) pressure, temperature, specific heat at constant pressure
and the viscosity coefficient ; k = ucp/Pr thermal conduc-F(-r, q) =: contour function of the contact surface in the tivity.computational space. Greek letters have the values 1 or 2.

The time derivative of the contour function F(-r, q) is then va, g*O, g.0, b , boo, MOO, M, F,* are metric and
given by curvature quantities (see [15]).

The quantities Re, Pr, Ec, are the Reynolds, Prandl and

F, = D)Vf TFIP (26) Eckert numbers defined in the usual way [131.
The underlined terms in eqs. (27)-(30) are the second

The final position of the time-dependent grid will be order terms which are low or even vanish if the cur-
reached for D - 0 when the contact surface S agrees vature of the surface is very small compared with the
with the contour function F. boundary layer thickness. The set of equations for the

three-dimensional equilibrium real gas case can be found
3.4 Boundary Layer Equationa in [16]. Because most of the nozzle flow fields are two-
In flow regions where weak viscous-inviscid interactions dimensional or axisymmetric a reduced form of the sec-
occur (flows without separation) the concept of match- ond order boundary layer equations is used. For the ax-
ing Euler and boundary layer methods can be applied isymmetric case one obtains from eqs. (27)-(30) with
for the calculation of viscous drag and thermal loads at V 0; _7 = 0; a = 0 (equilibrium real gas)
the wall. For the flow fields discussed in this paper a 0q
second order boundary layer method formulated for equi-
librium real gases is used. The three-dimensional second continuity:
order boundary layer equations are derived by an order

of magnitude analysis of the terms of the Navier-Stokes (V )
equations whereas -besides the terms of order one- the aMPV ), + (Mpv

3
) 3 = 0 (27a)

terms of order Re-1 are retained,too. The second order zi- momentum equation:
terms are mainly related to curvature effects. Curvature
plays an important role in the boundary layer develop- V I + ,3 + =
ment when locally the boundary layer thickness is not PO + vv + v + 2Re-L3 1v1v)

small compared to the smallest radius of curvature of the
body surface. Centrifugal forces produce a pressure gra- -g"p.1 + (t'v3),3 + Re-(3r,, + r 2 )pv3 (28a)
dient normal to the body surface, which means that the
related terms in the momentum equation normal to the
wall do not vanish in the second order theory. The ref- x - momentum equation (wall normal direction):
erences [13,14,151 describe the details of the second order
boundary layer theory. pRe- I r 3v'v = -p.3 (29a)
The second order, three-dimensional boundary layer equa-
tions formulated in locally monoclinic surface oriented co-
ordinates (perfect gas) employing tensorial notation in-
cluding the summation convention have the form [13]

p(VC., + V
3

,.) - Ec -tpP-'(vp.i + vp.3 ) =

continuity:

(ViMpv*).. + va(Mpv), 3 = 0 (27) Ec v.9v.v + V pr-[k(T. C + T, P.33 + T.3 e.3+

TA P.3 + Re-(~ 1 + F .3) kT,) + k,3 T1 (30a)
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-f and e denote the ratio of specific heats of the freestream tion. The gas is a mixture of hydrogen/oxygen with a

and the internal energy. In the case of plane 2-D flow the prescribed ratio of components. Fig. 3b shows the two

Cristoffel symbols 173, vanish (see [17]). block grid for the flow situation with gas injection. The

The boundary layer equations are of parabolic type and gas to be injected has a fixed static pressure. The Fig. 3c
will be integrated by using a space-marching procedure. shows the inviscid flow field when the static pressure of

The discretisation is done employing a Crank - Nicolson the expanding gas, coming from the combustion chamber.

scheme. The coupling of the Euler and the boundary coincide, while doubling the static pressure of the injected

layer solutions is carried out by calculating an equivalent gas leads to a perturbation of the flowfield (the main flow

source distribution from the boundary layer results, with has to change its direction) which is clearly shown in Fig.

which the displacement effects of the boundary layer itself 3d. The injection of the gas leads to an increase of the

is simulated in the Euler calculations. At the outer edges thrust which is proportional to the increase of the mass

of the boundary layers the profiles of the velocities and the flux.
thermodynamic variables are used as boundary conditions Modern concepts of hypersonic spacecrafts have an air-

of that boundary layers. Further details of the integration breathing propulsion system which is highly integrated

and coupling procedure may be found in [13, 16, 17]. in the cell of that spacecraft. This means that the flow

through the expansion nozzle (the same is valid for the

air intake) interacts with the external airflow around the
4 Results spacecrafts and influences very strongly the forces and

moments of the complete spacecraft. In the Figures 4
First an overview will be given about the different noz- and 5 a plane nozzle and a plug nozzle concept will be
zle flows to be considered here. For axisymmetric nozzles investigated. A three block grid is used in the case of the
(e.g. HM6O and HMOO with injection of turbine exhaust nozzle in order to deal with the external leeward - wind-
gases) the main interest from the project side consists in ward and nozzle flow (Fig.4a). The calculations have been
the determination of the thrust and the efficiency coef- carried out employing perfect gas with a ratio of specific
ficient. In the case of windtunnel nozzles (shock tube, heats -y = 1.27 and equilibrium real gas as well. In the
vacuum windtunnel) the quality of the flow at the noz- latter case it is assumed that -y is only a function of the
zle exit will be mainly considered. Strong interactions
between nozzle flows and external air flows take place at temperature alone for both gases (the external air and the

free expansion nozzles. Two examples of such nozzles (a combusted gas) and that the chemical degrees of freedom

plane and a plug nozzle) will be considered here, where are frozen. This means that only vibrational excitations

the objective of the investigations is to learn something are considered. Fig. 4b shows that under these assump-

about the flow field phenomena and the thrust, the thrust tions the curves describing the thermodynamic equation

angle and the efficiency coefficient of such nozzles. The of state of the two gases can be matched together [19].

quality of the predictions depends on the aerodynamical The Figs. 4c and 4d, where the isolines of Machnumbers

and thermodynamical model equations used. Therefore are plotted for the perfect gas -f = 1.27 and the equilib-

for some cases the influence of the boundary layer and rium real gas case, show clearly the shock waves which are

the equilibrium real gas effects on the flow topology and due to the displacement of the external airflow through

above-mentioned global values are studied. the expanded nozzle gas and the contact surfaces (shear

The first example is an axisymmetric nozzle where the in- layers) which separate the various gases from one another.

fluences of the equilibrium real gas effects and the bound- The flow pattern in both cases looks not so different and

ary layer on the flow pattern and the thrust are investi- the calculated quantities of the thrust are very similar.

gated. As one can see in Fig. 2 the flow field contains This implies that the - value selected in the perfect gas

a recompression zone (or weak shock wave) which is due case, is a good approximation of the thermodynamics of

to the change of wall curvature from convex to concave, this flow. For completeness Fig. 4e shows the pressure

The position of this recompression zone depends strongly distribution where further shock waves can be detected,

on the thermodynamic state of the gas. The variations created inside the nozzle owing to rapid changes of the

are shown in the Figs. 2a, 2c, 2e where in the first two curvature.

plots perfect gas with -t = 1.4 and -y = 1.17 has been The plug nozzle is a complicated nozzle concept, where

assumed. The solution using the equilibrium real gas as- the position of the plug controls the state of the engine.

sumption (Fig. 2e) lies in between. The thrust for the The nozzle part is usually axisymmetric and the free-

7 = 1.4 case has the value 1045.9 [KN] while for -y = 1.17 expansion surface evolves in the aft part to a plane sur-

the thrust is 1172.7 ]KN[. Assuming equilibrium real gas face. In general a complete three-dimensional calculation

the thrust amounts to 1103.8 [KN]. This means that there is necessary for solving this problem. In order to study

exists a severe dependency of the thrust on the thermo- the generating flow phenomena both an axisymmetrical

dynamic state of the gas [18]. and a plane calculation of the flow through such a nozzle

Solutions of the Euler and boundary layer method (tur- configuration are carried out using the Euler equations

bulent flow), in a closed coupled version [17], are shown with a perfect gas assumption (Figs. 5a, 5b) [201. In the

for -y = 1.4 (Fig. 2b) and -y = 1.17 (Fig. 2d). The plane case where the displacement effects by the plug is

differences in the flow pattern between the pure inviscid much stronger than in the axisymmetric case the shock

(Figs. 2a, 2c) and the viscous solutions (Figs. 2b, 2d) are waves and shear layers are more pronounced. Adding the

small, except in the region of the boundary layer itself. interaction of the external windward airflow to the noz-

The viscous effects diminish the thrust only slightly. The zle flow leads to so complicated flow fields as they can be

deviations are of order 1/2 %. seen in Figs. 5c and 5d. As it is well known from other

An extended configuration of the HM60 contour is con- calculations (e.g.: the backward facing step) the Euler

sidered in Fig. 3. The goal of this investigation is cooling methods are able to predict flow separations which is true

the wall (film-cooling principle) with an gas tangentially also here at the plug contour where the curvature has its

injected in the expansion part of the nozzle. As already largest value. There is no doubt that Navier-Stokes solu-

mentioned in section 3.3 the flow consists of two gases tions would predict flow separation at the afore-mentioned

with quite different thermodynamic equations of state. position,too. The remaining question is how compare the

In the inviscid case the contact surfaces (shear layers) are topology of the separation and the influence of the vis-

fitted with the procedure described in section 3.3. Fig. cous effects of the flow the governing flow quantities in

3a shows the Euler reference solution without gas injec- the Euler and the Navier-Stokes calculations.



The reliability of windtunnel experiments depends consid- [8] Weiland ('..lartmann G..Menne S .Pftitzner A..
erably on the flow quality at the exit of the wind tunnel Schr6der W.:
nozzles. The design goal for such nozzles is to obtain Numerical Methods for Aerodynamic Design I
a flowfield which is as homogeneous as possible. Here Proceedings: Space Course on Low Earth Orbit Trans-
flow field calculations through a nozzle of a high enthalpy portation and Orbit Systems, Volume III, Paper No.61.
shock tube are presented. Fig. 6a shows the Euler grid Aachen, March 1991.
used. For a perfect gas with -y = 1.17 the Fig. 6b shows [9] Waiand C.,Pfitzner .Nf:
the inviscid result M..,, = 5.0 and in Fig. 6c the i1vi5 - 3-D and 2-D Solutions of the Quasi-Conservative Euler
cid/viscous result obtained by an Euler / second order Equations,
boundary layer solution [17] is plotted. As one is aware Lecture Notes in Physics, Vol.264. Springer (1986)
the turbulent boundary layer is relatively thick and leads
to an reduced Machnumber M., = 4.9 in the inviscid
core flow in the nozzle exit plane. Considering equilibrium [10 Pfitzner M.:
real gas effects the nozzle flow fields for vessel conditions Runge-Kutta Split-Matrix Method for the Simulation of
stipulated to T. = 5180[K] and p. = 670[bar] are dis- Real Gas Hypersonic Flows,
played in Figs. 6d and 6e. While in Fig. 6d the isolines Notes on Numerical Fluid Dynarnics,Vol.24,
of Machnumbers of the inviscid flow are shown, in Fig. Vieweg,(1988) pp.489-498
6e the inviscid/viscous (laminar) flow is presented. The
laminar boundary layer thickness is much thinner than [11] Turkel E.,Van Leer B.:
the turbulent one and the influence of the boundary layer Flux Vector Splitting and Runge-Kutta Methods,
on the flow pattern seems to be small. Lecture Notes in Physics, Vol 218 ,Springer (1985) pp.566-

570
5 Concluding Remarks f 12] Riedelbauch S., Weiland C.:

Prom the present computations it can be concluded that Inviscid Laval Nozzle Flowfield Calculation,
the influence of the viscous effects is much less than the J.of Spacecraft and Rockets, Vol.25, No.1, (1988), pp. 88
one of the real gas effects. The high temperature of the
gas coming from the combustion chamber and the strong [13 Monnoyer F.:
expansion of it in the divergent part of the related noz- Calculation of Three-Dimensional Attached Viscous Flow
zle leads in reality to some non-equilibrium effects which on General Configurations Using Second-Order Boundary
have to be accounted for in future investigations. On the Layer Theory
other hand there are surely some flow situations which are ZfW, Vol.14, 1990, pp. 9 5 - 1 0 8 .
completely three-dimensional and should be regarded as [14 Monnoyer F., Wanie K.M., Schmatz M.A.:
such. In the case of nozzle flow interactions with external Calculation of the Three-Dimensional Viscous Flow Past
airflow the viscous effects in the free mixing zone have to Ellipsoids at Incidence by Zonal Solutions
be 'nvestigated and the problem of considering different Notes on Numerical Fluid Mechanics, Vol. 20,
gases with different thermodynamic state has to be solved Vieweg, 1988, pp.229-238.
for the Navier-Stokes solutions.
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Discussion

R. WALTHER, MTU MUCHEN, GERMANY
With your plug nozzle example, I wonder about the strong gradient in Mach number

distribution normal to the rearward plug contour (Figs. 5(a) to (c)). Can you comment on this
feature?

AUTHOR'S REPLY
It has been well-known for a couple of years that the Euler equations may calculate flow

separations in cases where strong curvatures in the surface contour occurs. This is due to the
fact that in the limit when we have an edge in the contour, the geometrical singularity leads to
the production of vorticity and the flow separates. In this case here the flow separates at the
rearward edge of the plug creating a shear layer and reverse flow directions.

H. WEYER, DLR, COLOGNE, GERMANY
You mentioned three fields (Real Gas Effects, Turbulence, Mixing) being decisive for nozzle

flow. I am missing chemical nonequilibrium which is of even greater influence. Can you
comment on the status of modeling?

AUTHOR'S REPLY
The methods applied are formulated for real gas effects in equilibrium and nonequilibrium.

This means that viscous flows in the manner considered in the paper can be computed with a
coupling procedure of Euler and boundary layer methods. Up to now only chemical
nonequilibrium is accounted for and work is on the way to implement also thermal
nonequilibrium (vibrational excitations).

T. VOGEL, DLR, GERMANY
1) Figure 6(c): Did you apply an inverse boundary layer method?
2) Figure 3(d): I think you cannot neglect the viscous effects for film cooled flows. What

is the blowing rate or the momentum ratio of the injected flow?

AUTHOR'S REPLY
1) This is not an inverse boundary layer method.
2) I never said that viscous effects should be neglected in the case of the film cooling

problem. The conclusions in the paper present the appropriate explanation for that.
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SUMMARY

An explicit Taylor-Galerkin FEM algorithm used for the solution of Euler/Navier-Stokes equations is

applied for the computation of steady-state frozen equilibrium flow in single expansion ramp nozzles

(SERN) and in plug nozzles for hypersonic propulsion systems. External flow conditions are taken into

account. For the determination of nozzle performance a detailed 2D/3D-flow analysis in regions with

complex geometries has been performed using unstructured computational grids with adaptive mesh

refinement. Some results for the investigated nozzle configurations at different flight conditions are

presented and discussed. Thrust vectoring by modification of the lower nozzle flap shape has been studied

additionally.

NOMENCATUIRE

C. element limiter P density
C, specific heat y mole fraction
C40 gross thrust coefficient 0 computational domain
E specific total energy
F flux vector Subscripts
M mss matrix e number of elements
M

i lumped mass matrix h high order solution

N,P. shape functions i number of nodal points
P pressure j direction of Cartesian coordinates
R specific gas constant I low order solution
t tiow m molar
T temperature
U solution vector Superscripts
uj component of velocity n time level

INTRODUCTION

In the design process of propulsion systems for hypersonic aerospaceplanes there is a primary emphasis on
the accurate prediction of exhaust nozzle performance because of its strong effect on net thrust 11l.

The single expansion ramp (SERN) nozzle exhibits the capability to be highly integrated with hypersonic

airplanes offering reduced propulsion system weight [21. Another exhaust nozzle concept, which is of
interest, is the combination of a plug nozzle with a single expansion ramp characterized by a smaller
overall design length compared to the SERN nozzle concept. This inherent design advantage is obtained at
the expense of more complex asymmetric nozzle flowfields involving three-dimensional internal/external
flow interfaces.

An analysis of these nozzle concepts is performed by use of a 2D/3D Euler finite element code for flow

computation providing first informations on integral parameters such as inviscid thrust coefficient,
thrust vector angle and mass flow.

The computations so far carried out for 2D nozzle flows show a large variation of the thrust vector
especially in the transonic flight regime so that thrust vectoring will be indispensable due to

operational requirements [3). Therefore the present investigation was aimed to analyze if the thrust

vector in the transonic flight regime could be influenced by modification of the cowl flap.

The computations for the two-dimensional SERN nozzle flow and for the three-dimensional plug nozzle flow
as well are performed by applying a two-step Taylor-Galerkin finite element method with the extension of
flux corrected transport for use on unstructured grids [4].

The computational results are compared with predictions obtained by using a method-of-characteristics
(51.

NUMERICAL SCHEME

GOVERNING EQUATIONS

The Euler equations governing time dependent three-dimensional compressible inviscid flow can be
expressed in the conservation form using the summation convention for repeated indices

a U . .

T 3
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where

U. (U) F1  P UiJUJ+ ap ) (2)
pE uj(pEp

Herein L is the solution vector and Fj represents the convective flux vector iL the direction x, of a
Cartesian coordinate system.

Thermally perfect gas is assumed to complete the set of equations. This mesns that the perfect gas
equation of state holds:

p=pRT i3)

The temperature dependence of the specific heat accounts f,- the excitation of vibrational energy Within
the molecules of the gas, so that the caloric equation of state gives

0 = f Cmi(T dT / : iT i (4)

e : internal energy
c, : specific heat at constant volume

The molar specific heat cvm(T)Of a mixture of perfect gases reads:

CVm(T)=n ,, Yi Cymi(T) , 
1

, j 1 (51

where Y ' denotes the mole fraction of the gas component I due to the gas mixture composition.

The molar specific heat cvmT f each gas component is provided by a polynomial fitting:

CvmliT) = ao+ a1 T + &2/T 2  
a3 T

2  
(6)

The coefficients aj of the above approach are taken from tables of gas properties [6].

The specific gas constant R of the gas mixture is specified by:

Ru IR /X~iM I  (7)

where Ik represents the universal gas constant and MI denotes the mole mass of the gas component I.

The presented results of this study are based either on chemically frozen or chemically as well as
vibrationally frozen flows. The latter case is represented by calorically perfect gas.

DISCRETIZATION

The Euler equations (1) are integrated inside the domain after its subdivision into triangles in case of
two-dimensional and into tetrahedra for three-dimensional domains.

The algorithm refers to the two-step type of the Lax-Wendroff scheme with a spatial discretization due
to the Galerkin weighted residual method using C- linear shape functions (7].

The first step of the scheme is based on a Taylor expansion in time truncated to first order.

Predictor step:

un+f = U
n 

_ 6t a Fj

2 ax1  (8)

The above equation can be rewritten in a weighted residual form employing piecewise constant weighting
functions:

f p.un+l/2d = fP. Undf) L 2 f. a. n dO9)
r) n) 0 ) xj

and inserting the following function approximations:

-n+/2 n+1/2

F n = Ni Fj i
n  (10)

U
n  = P Ulm

where Fj
in , Fj(Ui n ) and Ni P denote piecewise linear respectively constant shape functions.

The equation (9) can be solved dire(tly for ech element in turn leadirog to the solution vector at time
level t = to' 2
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Advancing the solution towards time level t = tel the second step makes use of the Gauss divergence
theorem applied to the integral of equation (11).

Corrector step: n- I n nn 1/2
U = U - At aF (a1)

a"I

which represents the corresponding weak integral formulation:

MAU = A tf Fjnh/2 k dO -AfFn"1/2 Nknj dr (12)
ao r

where AU = U n 1- 
Un

Fjn +1/2 rP F. 1/2F = Pg*n*1/2
with Fe = F (U: 1 2  

(13)

Un N, U n

Un.! = I* Uj 1+

nj denotes the outward normal unit vector on the boundary of the domain a and M describes the consistent
mass matrix given by:

Mk f NI Nk dn (14)
0

All integrations in equation (12) may be performed exactly and result in an assembled equation system of
the form:

MIk AUk = Atj RSi  (15)

n1 n
where AUk. Uk - - Uk and R81 is the vector of all assembled element contributions to node i.

This equation system (15) can be solved iteratively utilizing the property of diagonal dominance of the
matrix M.

The following scheme suggested by Dones and Giuliani [8] is applied to transient solutions with three
iterations and does not require storing the global matrix:

MI AUv 2 (MI -M)AUVI At Re (16)

AU0  = 0
where v represents the number of iterations and MI describes the diagonalized mass matrix also called
lumped mass matrix.

ARTIFICIAL VISCOSITY MODEL

The application of symmetric shape functions within the algorithm leads to a centred space discretiza-
tion, so that artificial dissipative terms need to be added in order to stabilize the scheme for shock
capturing.

According to Morgan, Peraire (7], [9] the used artificial damping consists of a second order difference
term controlled by a pressure switch:

Un+ = Un1I ' S.(M-M,)U 1  (17)

U,' is the modified solution and So represents the element switch coefficient, which nodal value is
given by:

1  - (M -MI)p (18)
9 I(M - MI)pI

St always varies between 0 to 1 depending on the local smoothness of the solution U81.

BOUNDARY CONDITIONS

The fluxes Fj*"i1 in the boundary integral of equation (12) are specified accordir.g to the corrected
variables Us"/* obtained by applying linearized characteristics analysis [101 requiring that the number
of boundary conditions imposed at the boundaries of the domain are equal to the number of incoming
characteristics.

STABILITY

The explicit character of the time stepping scheme implies that the local Courant number criterion is
satisfied:

at Ahe
auuill/2 + a (19)

where a is the local speed of sound and Ah. is a characteristic element length represented by the
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minimum height of each element. The value of the factor a depends u I the niumber of passes through the
iterative scheme (16). In case of one pass, which means only employing the liumped mass matrix, the the
factor is taken to be equal to 1, otherwise a is determined to be a = 1/i3 resulting from stability
analysis [7].

HIGH RESOLUTION SCHEME

The above described artificial viscosity model introduced in the algorithm for shock capturing )Ily

appears to work well in transonic flow regions. It fails for the computation of hypersonic flows
involving embedded strong discontinuities by tending to oscillating or smeared shocks due to an a priori

unknown appropriate amount of artificial viscosity. This fact motivates to turn to other shock capturing

techniques providing improved shock resolution capabilities on unstructured meshes.

The principle of flux corrected transport IFCT) originated by Boris, Book [111 consists of the
combination of a low order monotonic solution with the solution obtained by a high order scheme, which
turns out oscillations, in a way that the corrected solution exhibits no overshoots.

Following a suggestion of LWhner et al. [41 to implement a multidimensional generalization of the concept
of flux corrected transport first introduced by Zalesak (13] in context of the fi,,oe element method
allows an application of a high resolution scheme to unstructured meshes.

The FCT solution is given by limiting the difference between a high and a low order element
contribution, denoted by AEC, at every time step:

n.1 n+I(20
U =Un + + C. HEC- LEC) O C.!1 (201

HEC high order element contribution
LEC low order element contribution

n 1
where U 1 represents the advanced low order solution at t = to". The limiter C. of every element is
constructed by relating the maximum allowable change Q of node I to its sum of antidiffusive element
contributions AEC+ :

{ Rj AECj 0

C = mil Rj- AEC9 0 j=1,4 (211

j : nodes of a tetrahedron

where * { m(l, Q t/AEC I IAECI 1, 0
0 AECI = 0 (22)

The value Q, describes the previously mentioned maximum allowable change of all nodes around I
including itself with respect to the low order solution Uin-1 and the previously obtained solution Ua so
that no oscillations are introduced into the corrected solution Ua'l.

2 
= 
max, no' _ n*1 (23)Q1 min (UI U )k -- Il

K : surrounding nodes of I - I i k

The above described two-step Taylor-Galerkin algorithm is taken to be the high order scheme whereas the
same scheme employing the lumped mass matrix (16) and the artificial viscosity model (181 with Si = I is
used as the low order scheme.

The limiter of equation (21) is provided by the minimum of the limiters obtained for the density and the
pressure. Particularly for the nozzle flow computations at high pressure ratios it has been found to be
necessary to limit the pressure for preventing negative values in regions e.g. where strong expansions of
the flow occur.

VECTORIZATION

The algorithm can be vectorized to a large extent on machines supporting gather and scatter loops
efficiently by use of special hardware routines 113].

The computation of the equation system (15) represents a typical finite element assembling process, which
involves indirectly adressed element loops. For running the code in a most efficient way vectorization of
these loops is necessary. Opposed to the gathering of nodal quantities to each element in the predictor
step, the corrector step leads to a recursive scatter assembling process relating element quantities back
to the nodes. Recurrences associated with this assembling process prevent an immediate vectorization. An
alteration by renumbering of the elements enables a subdivision of the entire scatter loop into smaller
loops without recurrences each running in a vector mode. Such a modification provides a vectorization
rate of the code of about 95 % equal to a vector/scalar speed-up factor of 12 on a Siemens SNi 400/10.

2D MESH GENERATION WITH ADAPTIVE REFINEMENT

The triangulation of arbitrary shaped computational domains with embedded interior boundaries is
accomplished by an automatic mesh generation scheme following the generalized advancing front method
[7],[14]. The shape of the triangles is controlled by the mesh parameters: element size, element
stretching and stretching direction. A spatial distribution of these parameters is provided by a coarse



background grid, which consists of linear triangular elements completely covering the computational

domain.

The adaptive remeshing method applied here offers the ability to improve the solutiol quality In a
computationally efficient manner. The adaption process is achieved by regenerating completely the
computational mesh based upon information provided by the-computed solution oil the current grid. The ikew
mesh is constructed using the generation scheme described in the previous section allowing a significant
variation in element size and stretching of the elements in the vicinity of one-dimensional flow features.
The initial computational mesh is now acting as a backgrouhd grid providing the spatial distribution of
the mesh parameters. In order to determine the nodal values for these mesh parameters in an optimal
manner it is necessary to perform some method of error estimation. In this process the second derivatives
of a certain scalar variable, e.g. density, are used to give some indication of the error magnitude and
direction. Detailed information on this method may be taken from references [14],[15]. An example of the
application of this method to the case of a SERN nozzle flow computation is given in Fig. 1.

Furtheron adaptive mesh enrichment is used widely for 2D computations. This mesh refinement method starts

with relatively coarse initial grids, which are locally refined by subdivision of triangles into smaller

elements. This process depends on an error estimation, which is also based on the second derivative of a
key variable, e.g. density, computed from a solution obtained on the coarser grid and not accounting for
the error direction. In contrary to the above described remeshing the grid is not completely regenerated

but only locally refined by adding equilateral triangles. Thus to avoid highly distorted elements
particularly after a sequence of refinements newly introduced nodes are only added to the sides of the
elements, which should be substituted [7],[16]. One example of a two-dimensional mesh adapted by this
procedure is shown in Fig. 2.

3D MESH GENER4ATION

In this case a more straightforward strategy is applied temporarily before starting a three-dimensional
extension of the described two-dimensional automatic mesh generator [9], [17]. The mesh generation
proceeds by mapping of a two-dimensional unstructured grid gen--* ' by the methods described above into
different planes. These planes are linked by fictitious prisms, wf.,n relate cor responding triangles of
adjacent planes as illustrated in Fig. 3. In the following these prsmii are thought being subdivided into
tetrahedra providing a semi-unstructured three linc.asional mesh. When badly deformed tetrahedra are
encountered by sweeping over all elements the edges of the tetrahedra exceeding a certain ratio C,
defined in the following equation, are mariced and elements concerned are replaced by subdivison into
smaller less distorted tetrahedra.

81

8min (24)

8 min =min(S 1 )

where St denotes the edge length of a tetrahedron.

ADAPTIVE 3D MESH ENRICHMENT

The three-dimensional mesh refinement procedure is an extension of the 2D mesh enrichment concept
described before. Depending on an error indicator, which can be derived from the requirement of constant
interpolation error in every element [7], one tetrahedron can be refined by adding up to six new nodes
placed in the middle of the element edges. The corresponding subdivison may lead to three different
geometrical bodies namely smaller tetrahedra, pyramids and prisms. In a further step these py-amids and
prisms in return can be splitted into tetrahedral elements. The flow scheme of the mesh refinement is
illustrated in Fig. 4 by a decomposition of one tetrahedron being refined for the case of adding five new
nodes.

COMPUTATIONAL RESULTS

Inviscid flow computations for thrust nozzles of a turbo-ramjet propulsion system designed for hypersonic
spaceplanes covering transonic up to hypersonic flight conditions have been carried out based on the
finite element code and making extensive use of the above described meshing techniques.

Computational results for the flow through a single expansion ramp nozzle (SERN) at different flight
conditions as well as for the three-dimensional flow field of a plug nozzle combined with a single
expansion ramp at design speed, taking external flow interaction in all cases into account, will be
presented and discussed.

SERN NOZZLE FLOWFIELD ANALYSIS

The computational domain and the boundary conditions, which have been applied to flow computations of the
SERN-type nozzle at hypersonic flight conditions, are schematically shown in Fig. 5. The modifications
for the transonic regime are discused later on. All nozzle flow computations reported herein are based on
different stagnation conditions for the exhaust gas flow and the external air flow. Both flows
represented by different specific gas constants can be characterized by specifying temperature ranges,
which is justified by the strong temperature drop across the jet boundary. The inner flow conditions are
taken from a performance analysis of a combined turbofan ramjet propulsion system burning hydrogen.

The design condition for the SERN nozzle is given by a flight Mach number of M = 3.45 where the
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propulsion system is switched over from the turbojet into the ramjet mode. A typical Mach iumber isoiiies
plot obtained for this case is shown in Fig. 6. For supersonic respectively hypersonic flight conditions
the described FCT algorithm is employed in combination with the mintioned remebhiig procedure providig
highly resolved discontinuities which is illustrated by this result. As well the plume shock originating
from the cowl flap as the jet boundary can be clearly detected. For the hypersonic flight condition at "I
6.8 a similar flow field is obtained as can be seen from Fig. '7. Herein the nozzle flow regime is widened
up and has displaced the jet boundary to the lower side.

For the case of flight Mach number 1.2 the boundary is sffiitted into an inflow freestream boundar.y and
an outflow boundary with extrapolated conditions. For the flight Mach number 0.9 the outflw part of the
lower boundary is iteratively fitted to a streamline imposed by the ambient static pressure, as is
depicted in Fig. 8. The computation of the nozzle flow at transonic flight uperatio conditions have been
performed on unstructured meshes similar to that of Fig. 1 using the uesh enrichment method aid applying
the artificial viscosity model.

Overexpanded nozzle flow condition occurs at transonic flight speeds which can be seen from the plot of
isolines of the Mach number shown in Fig. 9 and in Fig. 10 which is in line with the interpretation given
by Trefny [181 who described the different behaviour of SERN nozzle flow at transonic and hypersounic
flight conditions. These flow phenomena are sketched schematically in Fig. 11. At transonic flight with
turbofan operation and low nozzle pressure ratios the cowl flap is deflected upward to prevent a strongly
overexpanded exhaust flow involving shocks upstream of the cowl trailing edge, which would result in
considerable increased nozzle drag. At hypersonic speeds with the engine operating in the ramjet mode
high nozzle pressure ratios are provided due to inlet recovery, thus the limiting characteristic of the
inner flow emenating from the trailing edge of the cowl flap does nut incident on the expansion ramp. In
this case the external flow has only little effect on the exhaust flow, which is slightly underexpanded
according to the length optimization of the nozzle.

Particularly in the transonic flight range the interaction between inner and outer flow has a strong
effect on the thrust vector. Although a large part of this effect can be compensated by similar
aerodynamic moments [31 it is expected that thrust vectoring capabilities will be necessary to satisfy
flight operation requirements. For this reason the outer shape of the cowl flap was modified in order to
produce a more severe expansion in the external flow leading to smaller pressure impressed on the exhaust
flow at the cowl trailing edge. In Fig. 12 the results for the flap cowl modification are presented as a
plot of Mach number isolines. As the jet boundary adjusts to an angle that equalizes pressure in the
internal and external flow the thrust vector angle could be reduced only by about three degrees
increasing simultaneneously the drag on the external flap surface. Imposed stronger expansion of the
external flow around the cowl flap tends to separation effects, which does not give evidence in
combination with Euler solutions and requires the inclusion of viscous effects. The thrust vector
angles obtained from the computations for the SERN nozzles including the cowl flap modification are shown
in Fig. 13. The comparison of the thrust vector angles with those found by MTU [5] applying the method-
of-characteristics turns out to be in good agreement.

3D PLUG NOZZLE FLOWFIELD COMPUTATION

The three-dimensional flow through a plug nozzle including internal/external flow interactions with
different stagnation conditions for both flows has been simulated for nozzle design conditions at M = 6.8
using the FCT-algorithm.

In Fig. 14 the rear half of the nozzle with its planes of symmetry is shown schematically. The boundary
conditions are similiar to those specified for the 2D SERN nozzle flow computation given by Fig. 5. The
grid for the nozzle flow field computation considering afterbody interactions consists of two coupled
blocks each generated by rotational respectively translational mapping of 2D unstructured grids. The
diacretised axially adjustable plug as well as the expansion ramp integrated into the fuselage with a
transition from annular to rectangular contour is illustrated in Fig. 15.

The computational grid and the plot of the Mach number isolines for the x,y-plane through the nozzle axis
are presented in Fig. 16. The Mach number isolines indicate that there is a slightly underexpanded nozzle
flow involving shocks except of the recompression zone at the rear side of the plug. In this case the
overall error of massflow related to the exhaust massflow is found to be 1.8 % for a mesh with about
190,000 elements.

A 3D mesh refinement by increasing the number of elements up to 380.000 has been applied. The enriched
grid and the corresponding results for the Mach number distribution are presented in Fig. 17. It can be
seen from this plot that the shock originating from the lower cowl and the jet boundary become more
pronounced by mesh refinement.

Finally an evaluation of the thrust vector coefficient cig. for all the investigated nozzles was. carried
out. The results are plotted in Fig. 18. All nozzles show a good performance in the hypersonic flight
regime whereas at transonic speeds lower values of the thrust coefficient are obtained due to the before
discussed nozzle flow phenomena.

CONCLUSION

Computations of SERN thrust nozzle performance of a hypersonic spaceplane at design and off-design
conditions are performed using a Taylor-Galerkin finite element algorithm on unstructured grids.
Comparison of the results with predictions of a method-of-characteristics shows good agreement.

A strongly reduced axial thrust coefficient corresponding to a large thrust vector angle is revealed for
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transonic flight conditions, which requires further studies on possibilities for thrust -ectoring
including viscous effects.

Finally the three-dimensional flow through a plug nozzle including external flow effects has been
computed with flux corrected transport extension of the code applying an adaptive grid refinement to get
improved quality of steady state Euler solutions.

This study demonstrates the capability of the 2D/3D finite element method for analysing complex inviscid
high-speed flows through propulsion components of hypersapic aircrafts.
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Pig 1: Adaptive mesh refinement; cornnutational grid
for the case of flight Mach number 3.45

Fig. 2: Adaptive enrichment; computational ~i

Fig. 3: 30 mesh generation method
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Fig. 6: M~ach number isolines for Fig. 7: M~ach number isolines for

flight Mach number 3.45 flight Vach num~ber

Fig. 8: Streamlines for flight Fig. 0: M ach number isolines for
Mach number 0.9 fli;&nt :'acl nur7her :.9

Fig. 10: Mach number isolines for
fll ;t ac'Ph n'ictner .
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Pig. 12: "ach numter 'sollr.es for flight
Mach number 1.2; Thrust -iectorinrby cowl flap modification
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Fig. 13: Thrust vector anple variation with
flight MAch number ror F RN noza1e
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Fig. 14: 3D computational domain for
the plug nozzle

Fig. 15: Discretized plup nozzle contour
seen from the rear side



Fig. 16: Grid and Machnumber isolines for plug nozzle at flight Mach number 6.8
(x,y-plane at nozzle axis seen from the rear side, 150 000 elements)

Fix. 17: Grid and Machnumber isolines for pluR nozzle at flight Mach number c.E
(x,y-plane at nozzle axis seen from the rear side, 3P0 000 elements)
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Fig. 18: Thrust coefficient for SERN nozzles and for plug nozzle
at design and off-design flight conditions

Discussion

C. HAH, NASA LEWIS, U.S.A.
For the case of Fig. 15, what is the total CPU to calculate the flow?

AUTHOR'S REPLY
The code requires about 5 hr CPU time on a Siemans SN1400/40 vector computer to

decrease the density residual by around four orders of magnitude.

R. WALTHER, MTU, GERMANY
For your three-dimensional plug nozzle computation yzu mentioned a computation time of

5 hr on a vector computer. Can you give a rough estimation on the computing time which has
to be expected when finite rate chemistry will be included?

AUTHOR'S REPLY
I have no idea. We will first implement chemistry in a two-dimensional version of the code.

• l l
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supposed that these features placed
ABSTRACT heavier demands on the model of turbulent

transport than did the S-bend test cases -

The paper considers the computation of at any rate those studied experimentally
turbulent flow through circular sectioned at Imperial College by Professor Whitelaw

S-bends, a flow generically similar to and co-workers which had formed the basis

those arising in various types of of the reported computational studies. In

jet-engine intake ducting. A fully those cases the boundary layers at inlet

elliptic, finite-volume discretization of were thin and the total straining imposed
the Reynolds equations is adopted. %For by the bend was considerably less than in

the main part of the flow the standard the U-bends.
algebraic second-moment (ASM) closure is
adopted while over the thin viscosity- A more leisurely consideration might have

affected sublayer adja- r to the wall arrived at different conclusions.
three levels of mode. . e been explored: Turbulence is known to be greatly affected

namely, one- and t- - *sation eddy by small amounts of streamline curvature;
viscosity models .r i two-equation ASM but it is relatively less affected by

closure. Althou-)h the main features of strong curvature (see, for example, Gibson
the flow devel-pment are well captured [4]). Moreover, an S-bend involves the
even with tlh simplest near-wall treatment successive application of strains of
the pressu.e drop through the second half opposite sign, the consequences of which -
of the S-bend is seriously underestimated. so far as the turbulence is concerned -

The suc.essive refinement of the model cannot easily be foreseen. Accordingly,
across the sublayer is found to bring the the invitation by British Aerospace to
compated behaviour into very close accord examine turbulent flow in S-ducts has been
witn the detailed experimental data. The seized as an opportunity to explore the
f'ndings indicate the desirability of sensitivity of the predicted flow to
,.sing a high-level turbulence model not refinements in the near-wall turbulence

just in the main part of the flow but model. The study has so far been limited
across the low-Reynolds-number sublayer to bends of uniform cross-sectional area
also. and shape but has included both circular

and square cross sections. In view of
1. INTRODUCTION space constraints, however, only the

former case is considered in the present
in both civil and military aircraft the paper; the latter will be reported
intake passage leading to the jet engine elsewhere [5] though it is pertinent to
is commonly of S-duct form. Since the add that experience with the square S-bend
engine performance is significantly is entirely consistent with that for the
affected by the quality of the flow at the circular-sectioned bend reported below.
fan or compressor inlet plane, the ability
to predict accurately the three- 2. THE COMPUTATIONAL PROCEDURE
dimensional turbulent flow development
through S-bends would be of considerable 2.1 The Numerical Solver
help in guiding the design of the intake
passage. The basic numerical scheme has been

described in several earlier publications
While notable computational studies of (3,6,7] and thus does not require a
flow in curved ducts and S-bends have been detailed presentation here. It provides a
contributed by McDonald and co-workers and finite-volume solution of the three-
the collaborating group at NASA Lewis, dimensional momentum and continuity
e.g. [1,2] turbulent transport in these equations in toroidal coordinates
cases has been represented by very simple adopting, for the most part, the solution
turbulence models, usually at the level of methodology of the TEACH family of
the mixing-length hypothesis. Reasonably programmes e.g. a staggered
satisfactory behaviour has nevertheless velocity/pressure grid and the use of the
been obtained arguably reflecting the SIMPLE algorithm for correcting the
relatively small importance of the viscous pressure field. When the ASM turbulence
layers, provided separation is not model is employed the stress tiell is
encountered. At UMIST, since the early evaluated on a staggered mesh so that the
1980's, there has been an effort at stress components are located cn the
predicting complex three-dimensional flows boundaries of the velocity control volumes
in ducts. Attention was initially given on which (via the relevant momentum
to flow around U-bends with fully- equations) they act. Quadratic upwind
developed flow conditions at inlet and to interpolation has been employed on the
the prediction of convective heat transfer secondary flow momentum equations thcul-h
coefficients [3]. At the time it was mesh densities are fine enouqh that
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results show no important differences from
those obtained using the stabler but more x f k
diffusive 'Hybrid' differencing. While 7 (pUJC) = (e)8 . P -C
earlier versions of the code have adopted (7)
a semi-elliptic methodology, in which only 2
the pressure is stored 3-dimensionally C.,; Pk C. 2

over the whole solution domain, in the
present study the software has been
adapted to a fully elliptic scheme in 2 .3 The Low-Reynolds-Number Sublayer
which all dependent variables are stored
3-dimensionally. Thic change of strategy From the wall, extending to a distance cf
reflected the increased storage now approximately 3% of the pipe radius R - "I
available to us and the fact that an area that includes the whole region where
elliptic treatment was expected to produce direct viscous transport is important - a
a much faster rate of convergence for the different turbulence model has been
complex staltic pressure field created by adopted. While our early computations of
the S-bend. U-bends employed a mixing-length treatment

in this sublayer, the most recent
2.2 The Turbulence Models published work has used a 1-equation

turbulence model [9] allowing transport
2.2.1 The High Reynolds Number Core effects on the turbulence energy to be

accounted for. The model, adapted from
In all the computations reported in the work of Wolfshtein [101 and Yap [11]
Section 3 turbulent stresses over most of takes the form:
the cross section have been obtained from
the following widely used algebraic 2 raUj aU.
second-moment closure based on the T k - y Ll, ati. (8)
proposals of Gibson and Launder [8]. \1

-777 2 + (I-c2 ) (9)
( c 1 - r+ Pk/e) where v, = c Ik9

(1)
Pi - Pk 4 + - = 2.4Yi- exp(- 0.016y-)} (10)

w (i)

where y- = Yk 7 /v

P, - D U JU /3x: (2)
k U( k is obtained from

Pi= - tl auJ/aXk - Ui/ aui/ax (3) a ( =UJ
k )  I Jr + L-) ak 1 Pk

O is the wall-echo part of the pressure- 
3

strain correlation. It is approximated -pkT/1,
via the proposal given in [8]. nq is the
unit vector normal to the wall, Y the
nominal distance from the wall to the (13)
point in question and I the local where 9, = 2.4 i - exp (- 0.236y') (

turbulent length scale defined as
This representation was adopted for the

3 first phase of the U-bend computations in
I - k"/(C) (4) the present study. However, in view of

systematic differences between
computations and measurements - most

The function f(I/Y) is assumed to take the notably in the static pressure variation
following form through the bend - a two-stage refinement

of the near-wall has been introduced. The
f(IY) + (5) first was the replacement of the one-

(5_ 7equation scheme by the Launder-Sharma [12]
form of 2-equation eddy viscosity model.

where r is the distance from the pipe The k and E transport equations now take
centre. The turbulent kinetic energy k the following forms:
and its rate of viscous dissipation E are
obtained from a -AUrk) = a ( P + 4 ) ak p - P e

a(pUk) = a k (p Uk k U...) (k (14)

1x4 j -T~X- (6)

Pk- PC - x~



a a( ~ . ~The k and E equations now become:~ (p~)4 + ) C.
I J

a)aIf(15 157 I (P u k) ( bi c k L k T =
-C2 P_ t 2 t2U (21)

7 2V (d-xXk PPk -Pe - 4L (ark .

where fgcg - - exp (I0-0

a (pU3) = a atTT)

P P C 2 2 7_
+ 

2e
I - f I All the constants are the same as

previously defined apart from f9 which is

The empirical constants appearing in now:
equations (1) to (16) are given the
following standard values =expi - 2.9} (23)

f = ex (I 0.OuuR ) (I 0.004RT)I

The above version reflects our desire to
produce, rather quickly, a low-Reynolds-

cl  C2  cl c2  cr, number extension of the basic ASM that
generated broadly the correct shear stress
variation across the sublayer. No attempt

has been made to satisfy the two-component
turbulence limit or other kinematic

c c c constraints that are becoming popular with
more elaborate (full) second-moment
closures. The low-Reynolds-number terms

1.92 0.22 0.15 0.09 2.55 in the present ASM formulation have been
calibrated by reference to fully-developed

flow in a straight pipe.

3. APPLICATION TO FLOW IN AN S-BEND

1 1.22 The test-case considered here is the flow
through a circular sectioned S-bend

The second stage was the replacement of measured by Taylor et al [13]. The duct
the eddy viscosity stress-strain formula consists of two identical curved sections
by an ASM formulation. No suitable ASM of 22.5 degrees arc, the radius of
proposals for the near-wall sublayer were curvature being 14 times the pipe radius.
known to us so the following version has The four measuring stations are shown in

been devised in the present work Fig 1. Most attention will be given to
the final station just prior to the end of

(-c 2) - 2 Pthe S-bend as the flow there is more
(+-c2) 2 ..- k

8
IJ) strongly affected by the straining history

J a j (cl-i ts + Fk/FT) than at earlier stations.

(Hij-1Hk8ij) The numerical computations began 3

+ +(7 diameters upstream of the bend. The entry
/ + (17) conditions for the computation were

generated by making a separate computation
of flow in a straight tube. The position

10.06k a J xp(_t8) at which the 3traight-tube profile of

+ (=6 J . x streamwise mean velocity agreed most

a (cl-l+fs+Pk/) closely with the measured upstream data
was used to fix the initial conditions for
the S-bend computations for all dependent

- exp(-R7./12) variables. The 3D computations covered
(18) one half of the duct lying on one side of

ff = [I-exp(-Rr/25)] (l+exp(-RT/lO0)] the flow's (presumed) plane of symmetry.
The following grids were adopted: for the
1-equation sublayer model: 36 (radial) x
31 (circumferential) x 76 (streamline);

a~k ar (19) for the two-equation models: 50 x 31 x 76.
H; ark ak V Extensive grid refinement studies with

uu. fH a 7 7 7 variants of the present code applied to

similar flows (see, for example, Iacovides
and Launder [3), Launder and Loizou (141)

fH (15.6 + 2.4R?) exp(-RT/20) (20) provide evidence that these grid densities
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lead to a sensibly grid-independent distribution, albeit incomplete.
numerical solution.

The final comparison in Fig 8 concerns the
Figure 2 provides comparisons between the variation of wall static pressure through
experimental streamwise velocity profiles the S-bend at 90 degree intervals around
(measured along the non-parallel radial the perimeter. For all three models the
lines indicated in the inset sketch) and computed variation through the first
the corresponding computations obtained S-bend is rather satisfactory, partly
with the 1-equation sublayer model. The reflecting the relatively small
left side of the figures (- R) corresponds contribution that the boundary layers
with the inside of the bend over the first exert on the static pressure during the
22.5 degrees of arc. At stations 1 and 2 initial rapid straining. The one-equaticn
the computed behaviour closely mimics the scheme seriously underestimates the loss
measurements. Over the second half of the of static pressure during the "changeover.

S-bend, however, it is seen that the fluid between the two halves of the bend. The
near the mid-plane to the left of the two-equation near-wall treatment achieves
figure has considerably smaller velocity a somewhat improved variation while the
than in the computations. ASM scheme a considerably better accord.

These results while perhaps not
The corresponding predicted behaviour over surprising, in view of the progressive
the final two stations using the more improvement in the streamwise velocity
elaborate near-wall turbulence models is field arising from successively upgrading
shown in Fig 3. The two-equation eddy the sublayer turbulence model, are
viscosity scheme brings a moderate nevertheless satisfying in that they are
improvement in the level of accord entirely consistent with the behaviour
achieved while the ASM scheme does considered in Figure 2 and thus lend
considerably better. Another way of weight to the conclusions that that
comparing the streamwise velocity field is comparison suggested.
by way of contour plots, Fig 4. These
bring out the much ,stronger low-velocity A companion set of computations for an
bulge (near what frjm station 3 onwards identically proportioned square-sectioned
has become the outside of the bend) U-bend has been carried out using the
produced when the low-Reynolds-number ASM 1-equation sublayer model which will be
scheme is employed. The different contour reported elsewhere [5]. These results,
shapes could reflect the different too, appear to be fully consistent with
response of the axial flow to the very the behaviour found here for the circular
steep streamwise pressure gradients sectioned duct and thus help to reinforce
encountered near the entry to the second some of the conclusions drawn.
half of the S-bend (see Fig 8); or it
could indicate differences in the 4. CONCLUDING REMARKS
secondary flow pattern. Probably both
factors are influential. Unfortunately The present study has examined the
the secondary velocities were measured sensitivity of the predicted flow in a
only along the diametral line circular sectioned S-bend to the near-wall
perpendicular to the plane of symmetry. model of turbulence. The initial
It is seen from Fig 5 that at the final computations, employing a 1-equation model
station the low-Reynolds-number ASM scheme across the sublayer and the usual
does exhibit closer agreement with the algebraic second-moment closure for the
near-wall secondary flow measurements. It fully turbulent core flow exhibited what
might be noted, however, that the main were felt to be surprisingly large
differences in the secondary flow pattern disagreements with the measurements of the
among the three sets of predictions are to streamwise velocity disttibution near the
be found near the inside of the bend. bend exit and the static pressure drop
Fig 6, which presents the secondary through the bend.
velocity at station 4, shows that near the
symmetry plane towards the inside of the This discovery led us to focus attention
bend there is virtually no secondary on refining the near-wall turbulence
motion with the 1-equation model while a model, first to a two-equation eddy
distinct return flow is present with the viscosity form and thereafter to an
other models, and is particularly algebraic second-moment closure. The
noticeable with the ASM treatment, former refinement allows non-equilibrium

distributions of near-wall turbulent
The changes in the near-wall model bring length scale Lo arise should rapid
about a moderate improvement in the streamwise rates of change occur while the
fidelity with which the normal stress latter also allows the sublayer region (as
field is predicted. Figure 7, for well as the fully turbulent core fluid) to
example, compares the measured streamwise be sensitive to the effects of streamline
turbulence intensities at station 4 with curvature on the strain field. This
predictions generated by the 1-equation elaboration in the near-wall treatments
and ASM sublayer models. The experimental led to clear-cut improvements in the
profiles indicate that the higher quality of the predictions, particularly
turbulence intensities occur to the left the switch to an ASM treatment.
of the figure; the 1-equation computations
show the reverse. The ASM sublayer scheme The study thus seems to indicate that tihe
produces higher near-wall velocity increasingly popular practice of
fluctuations on the left side (at this interfacing a 1-equation eddy viscosity
position the concave surface) bringing treatment in the sublayer with a
closer accord with the experimental two-equation eddy viscosity or ASM model
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Figure 2 Comparisons between predicted
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velocity profiles using the
ASM/I-EQN model



14-8

COMPUTATION EXPER IMENT

W'/W b LOCATION 3 li tW/W b

2.

-A.0
WwmfA*L a1SrMm pmH COM X NIEL 01STAM F" ONW X

(c) Location 3

COMIPUTAT ION EXPER IMfENT

W/Wb LOCATION 4 W/W b

2.

1.

0.

"IE6VM 0ISTMm nth WCBM x iIZWtTAd DhIc!M MR WCBM X

(d) Location 4

Figure 2 continued



z U

0

0

A'Ailno1aA asimud3~is aasi-vUbo*

zz

Lu

EE

0.0

A'AII3013A 3SIMV31US G3S I VIJWN

C

PI'AI30'1A 3SAWV3S usiv I-



z

-JJ

LiLi

Liir

3SIAW0-R-ls



.1 1-00-9 0-807 1-1 10 0-9 0.807

Experimient

13H w 0O807 1-3 1- 109-87

(a) Location 3 (b) Location 4

Figure 4 Comparisons hctwcen cxpcrimcnt-
al and predictcd treamnwise
velocity contours



34-12

LOCATION 4 LOCATION 4 LOCATION 4

Y/D *Y/O o/
14l *I 0.*

Isl ai sg

as 0

aO - 10 - 0.0

4,4 ,81 S L IS &iW. i AA .4 00.4 .&-60. 0006 L i IL§5lS - &II
4

05 &0 .0 0.10 .15

UI V U /W 9 U W 9

(a) ASM/1-EQN (b) ASM/2-EQN (c) ASM-LR

Figure 5 Comparisons of circumferential
velocity profiles along the
radius normal to the symmetry
plane at location 4



Figure 6 Predicted secondary veccity
field at location 4

1 .. . .------------

(a) ASM/2-EQN

() ASM-LR



34-14

o do

-JJ

cr

LU,

0 10



INLET EXIT

UPS SECTION 1ST BEND 2ND SEND DNS SECTION

as..

-0.00- 1. .. ......

-&5-- P

1/2pV2
-.20-.

A:A
-46

.05-

A-44

-G. 4 -- --- 0 I S 6 7 * @

A.25 -

-0. Ik5

- 4 3 - 0 1 2 5 4 5 0 1
-b)-0.25RZ/

---- ASM/-R Z/

Figure 8 Comparisons between measured
and predicted wall static
pressure



Discussion

P. COELHO, INST. SUPERIOR TECHNICO, PORTUGAL
1) When the low Reynolds number k-e model was used, 50 grid nodes were employed in

the radial direction. How many of them were placed in the near wall region?
2) Can you compare the convergence rate for two different near wall treatments: standard

wall functions and low Reynolds number model?
3) Did you use the QUICK scheme only for the corrective terms in the momentum

conservation equations? Or was it applied also for k and e transport equations?

AUTHOR'S REPLY
1) When the low-Reynolds versions of the k-e and of the ASM model were employed 20 to

24 radial grid nodes were placed in the near-wall region. Earlier investigations included in
Ref. 14 of this paper indicate that this number is sufficient.

2) No such convergence comparisons were carried cut in the course of this study. Use of a
low-Reynolds near-wall model however (instead of the wall function approach) involves the
employment of a finer mesh and inevitably leads to an increase in the number of iterations
required for convergence. It must also be pointed out that as the complexity of the near-wall
model increases a further increase in the number of required iteration occurs.

3) In this investigation the QUICK scheme was only used for the discretization of the cross-
stream convective terms of the mean momentum transport equations. Because the mesh
employed in this study however was sufficiently fine, results obtained using the QUICK scheme
were identical to those computed using the HYBRID scheme.

H. WEYER, DLR, GERMANY
1) Please comment on the type of measurements you based your calculations on and what

is the level of accuracy?
2) Are these three-dimensional LDV measurements and what is the size of the particles the

flow is seeded with?

AUTHOR'S REPLY
The experimental measurements, with which the present computations have been compared,

have been obtained by Prof. Whitelaw's group at Imperial College London, using Laser-Doppler
velocimetry. For the mean flow measurements the experimentalists quote a systematic error of
up to 3 percent and a random error of up to 1-1/2 percent. For the measurement of the
turbulence quantities the corresponding errors quoted by the experimentalists are up to 3
percent and 5 percent respectively. Water was used as the working fluid and it was seeded with
only minute quantities of milk.

C. TAYLOR, UNIV. OF SWANSEA, U.K.
Did the authors analyze the flow in a straight rectangular/square duct? Our experience

shows that both k-1 and k-e models cannot predict perturbation induced secondary flows.

AUTHOR'S REPLY
This version of the near-wall ASM model has not yet been applied to square-ducts. Our

earlier experiences with the standard high-Reynolds ASM version are in agreement with the
questioner's findings.
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THREE DIMENSIONAL FLOW IN SHARP BENDS
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Dept. of Mechanical Engineering

Aristotle University of Thessaloniki
/%4006 Thessaloniki,GREECE

Also , the effect of inlet profile on the flow characteristics is

SUMMARY considered using three initial profiles (uniform, experimental
and fully developed). In general , good agreement between

The three - dimensional flow in sharp bends is computed by predictions and experiments is achieved but some
soling the fully elliptic three - dimensional Navier - Stokes discrepancies are observed mainly due to the turbulence
equations In conjuction with a k - e model of turbulence, model as grid independance has been checked by changing
Computed Isoveilocity patterns before and after the sharp the size of the grid. Of special interest is the effect of the
bend and recirculation lengths are compared with aspect ratio (duct width / height) of the duct on the
experimental measurements taken using Laser Doppler characterists of the flow (secondary flow, reattachment lenghts
Anernometry. In general good aggreement is obtained etc.), hence calculations were perfomed for three aspect
although relnementsin the turbulence modelling can improve ratios (W/H = 3.,2. and 1.). For W/H = 2. experimental
the predictions. The computational results show that the measurements are also available and a comparison between
recirculating region to depends strongly on the inlet velocity experimental and computational results are made.
profile. Finally an increase of the aspect ratio of the duct
indicates an Increase of the region of the recirculation. 2. EXPERIMENTAL APPARATUS

The L- shaped duct with an aspect ratio of 2 was set up at the
1. INTRODUCTION suction side of a centrifugal fan. The inlet duct had an L/Dh

ratio of 20 , where Dh is the hydraulic diameter of the duct.
The comer region itself waHxmade of peHxpex to allow

Flow In sharp bends Is encountered In many enginneering optical access for the LD.A. system. A considerable distance
applications , such as fluid machinery ,heat exchangers, L/Dh = 20 , was set between the inlet plenum of the fan and
heaing and ventilating systems, chemical proccessing plants, the comer in order to avoid any interference from the Hxow in
etc. While the geometry is apparently simple, the flow the fan . A honeycombe was set at the inlet to the duct in
characteristics are quite complex. With a change of flow order to achieve a symmetrical profile upstream of the comer.
direction in the sharp bend a transverse secondary motion is The symmetry was checked using a Pitot tube assembly.
initiated and this is superimposed on the primary flow field.

Measurements were taken using a forward scatter laser
In the past , the flow through bends and especially bend Doppler system with frequency shift and a counter. Naturally
curvature has been studied extensively .(1,4,6, among others). occuring dust was used as seeding. Preliminary results are
Also, studies of two-dimensional flow in a channel with a given here. The main problem encountered is in the region of
variable angle branch (5,S) and three-dimensional turbulent the recirculation , where the particles because of their size
flow in a splitting T-function (11,12) have been carried out. and the relatively large relaxation time did not respond quickly
Recently, the flow in two-dimensional sharp bends has been to the reverse flow conditions . As a result the magnitude of
studied numerically (3) with emphasis on the effect of the the velocity within the recirculation region and very close to
turbulence model on the recirculation region. However, to the the comer was smaller than expected. Further measurements
authors ' knowledge , the three dimensional character of flow with the aim of refining the data acquisition system within the
In sharp bends, has not examined yet so extensively. recirculation region are already under way.

In this study, three-dimensional flow in sharp bends is studied
numerically by solving the fully 3. THE GOVERNING EQUATIONS
elliptic three-dimensional Navier-Stokes equations, for steady,
Incomlpresslble,turbulent flow. Computational results are
compared with Initial experimental results (2) taken by Laser- The three-dimensional, Reynolds -averaged, Navier-Stokes
Doppler anemometry. The system of Navier-Stokes equations equations for steady, incompressible turbulent flow are used
is closed with the k - a model of turbulence and is solved for calculating the flow characteristics in sharp bends,
with a finite volume method in primitive variables , based on assuming that the turbulent stresses are estimated via the
Patankar's (9) procedure. eddy viscosity concept:

Continuity equation:

a(1)
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x- momentum k -equation

-(Uk)- (V k) + a (Wk)-

ax ay az pax a vt _ a v (6)

a Oa a au OV - ck a ay 0,+-[2vef- [v (-
ax ax ay ay ax

'a v t 0a <

a 01i, OW 1z[(V+ -) -] Vt kaZ &/ aw 2Ol v e f - - ) (2 ) O k a
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z- momentum where Pk = the rate of production of k and cl C2 Ok Cc

constants (= 1.44, 1.92, 1.0, 1.3 respectively).
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where: U, V, W : velocity components in the traverse (-x),

vertical (-y) and longitudinal (-z) directions respectively, p
effective pressure, v. = effective viscosity (vef = v + v1)
v - kinematic viscosity, vt = turbulent viscosity, p = fluid where -u2,-v2,-w ,-uv, -uw,-vw the three normal and shear

stresses respectively.The above stesses
density. used in the production term , are also calculated using the
In the above equations the eddy viscosity concept was eddy viscosity concept.
assumed to be valid. The Reynolds stresess are calculated
through the eddy viscosity which in turn is determined by the
k - s model of turbulence. 4. SOLUTION PROCEDURE

The eddy viscosity is determined from the following
relationship : The solution of equation (1) -(7) is based on the primitive

pressure - velocity approach using a

k2 finite volume method described extensively by Pantankar (9).
v- c- (5)

The pressure is deduced using the SIMPLE algorithm of
Pantakar and Spalding (10).

The procedure incorporates displaced grids for the 'elocity
where k = the turbulent kinetic energy components which are placed

S= the rate of dissipation of k between nodes where the pressure is stored. Solution of the
and cp =constant =(.09). resulting algebraic equations is achieved using a plane-by-

plane algorithm fcr all variables . Typical values of
The k - c model uses two transport equations for k and c, underelaxation
which close the system of equations factors for convergence are .5 for velocity and pressure and .7
(1) - (4) and are written as follows: for k and c.



5. BOUNDARY CONDITIONS In the corner region, U, is taken as a weigthed average of
the friction velocities at the two or three walls, which form the

In the computational domain , shown in fig. 1 , the following comer.
boundary conditions have been applied.

SYMMETRY PLANE: the gradients of all variables, ex -pt U.
INLET: Three different profiles have been used to study the with Fespect to the plane are set to zero , while the value of
effect of Inlet conditions with a Re -number (Re= (W Dh )/v) the normal to the symmetry plane velocity component was set
of 200.000: These are: to zero.
(a) a uniform profile of the main (z -component) velocity W
and values of k and c such that v = 0 v, 6. COMPUTATIONAL RESULTS
(b) a fully developed profile of W,6 obtained by a three-
dimensional parabolic code applied to a straight For the three dimensional sharp bend , shown in fig.l .,
rectungular duct and computations have been perfomed using a typical grid 17 x
(c) experimental values of W ,k at z/H = .5 and values of e 68 x 40. Grid indepedence checks were carried out but they
chosen such that vt = 100 v. Furthermore the x- and y- did not show any significant changes ,from those obtained
components of the inlet velocity are assumed zero. with the above grid. The grid positioning though affected the

results partically those close to the corners .Therefore the
OUTLET: The gradients of all variables with respect to the grid was more dense close to the solid surfaces.

duct cross-section are set equal to zero. Fig.2 shows the isovelocity contours normal to the cross
section upstream of the 900 angle . The experimental results

WALLS: The wall-function approach described by Launder were also used as input to one of the predictions .The results
and Spalding (7) Is adopted.At the first computational point are compared with a fully developed duct flow computed
outside the viscous sublayer the logarithmic law of the wall using a parabolic code and a Reynolds stress model. It is
prevails and the turbulence is nearly in local equilibrium. In obvious that the flow is not fully developed . This is of course
such a point at a distance y from the wall, the expected because of the small L/Dh ratio (=20).
velocity Ui is related to the friction velocity UT by the following
expression: Fig.3 shows the isovelocity contours experimental and

computational at station y/h=0. A separation region is shown
in both cases at the opposite to the sharp bend, comer of

U - UT 1 ln(Ey ) , y* UTY (9) the duct and remarkable agreement exists between
K v computational and experimental results. It Is also interesting

to note the high velocity ridge present at a region
approximatelly 1/3 from the plane of symmetry which is
indicative of a strong secondary flow field.

where K v von Karman constant (=.41) and E = friction

parameter (=9. !or smooth walls). Fig.4 shows the isovelocity of the normal to the cross section
U, = friction velocity based on the resultant wall shear stress, velocity component at a plane immediately downstream of the
T.. In the sharp bend. The computational results predict the main
numerical procedure, this wall shear stress is related to the features of the flow In the recirculation region and the
resultant parallel velocity extension of the high velocity area towards the Inner wall but it
at the first grid point away from the wall , Ures , by the failled to the predict correctly the shear gradients at the
following relationship: interface between the core flow and the recirculation region

although the positioning is given correctly .Extensive search
showed that this *rapid' diffussion was not grid dependent. It

T" - PUT2 r Ur" where is felt that this is the result of the k -c turbulence model used

y for the calculations which is an isotropic model applied to a
(10) highly non - isotropic region .This is corrobated by the fact

- pvky that further downsteam the computational and experimental

ln(Ey) results In this flow region agree very well.

Fig.5 and 6 show the isovelocity contours at the plane further
downstream of the sharp corner which support the above

The boundary conditions for k and c are also specified at the agreement. Furthermore the extend of the recirculation region
first grid point in the region of the
logarithmic velocity distribution. With the assumption of the is predicted very well.
local equilibrium at this point there
follows: This though is not the case towards the end of the

recirculation region where the computed results show a
smaller recirculation area while the experimental results

U. 2  indicate a velocity peak at the side wall of the duct. The
k (11) explanation for such a discrepancy lies in the inability of the k-

e turbulence model to predict correctly the development of
shear-induced secondary flow due again to the isotropic
nature of the model.

3 3 It is worth remarking here that Reynolds stress modelling was

k2cp, (12) attempted with the present elliptic code but was not succesfull
due to problems of convergence while the same model

Ky worked remarkably well with the 3-D Navier-Stokes parabolic
code.

Fig. 8 shows the effect the inlet profile has on the
development of the flow downstream of the bend. In the case
of the fully developed profile the recirculation region almost
dissapears at station y/h=2.5.
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Fig. 9 shows the velocity profiles at selected stations along REFERENCES
the plane of symmetry. The core flow and the extend of the
recirculating region is predicted very well. The velocity profiles
within the recirculation region and close to the corner are not 1. Choi Y. D., lacovides H., Launder B. E.,'Numerical
predicted well. It is felt that this is the result of the poor Camputation of turbulent Flow in a Square
quality of the seeding in the area. This is still under study. - Sictioned 180 Deg Bend', 1989 ,J. Fluids Eng. , Vol 111.,

pp 59-68.
Fig. 10 and 11 show the effect of the inlet profile on the 2. Dimos K, Papoutsidis K., 'Measurements with LD.A in a
extent of the three-dimensional recirculation region. For the 3-d L shaped bend' Dipl. Thesis Thessaloniki 1991.
same aspect ratio (W/H = 2.0) the computed size of the 3. Fotea K.,Prinos. P.,Goulas A., 'Modelling of flow in sharp
recirculation region is compared for three different initial bends',to be presented in 7th International Coference
profiles (uniform, fully developed, experimental), on Numerical Methods in Laminar and Turbulent Flow, July

15-19 1991.
Fig.10 shows that fully developed profile produces the 4. Humphrey J.A.C., Whitelaw J. H., Yee G. , *Turbulent Flow
smalles! recirculation regions while the experimental profile in a square duct with sthong curvature', J.Fluid Mech.,
(the more disturbed) produces the largest. 1981, vol 103, pp 443 -463.

5. Kawashima Y., Nakagawa M., 'The two dimensional
Finally the effect of the aspect ratio on the magnitude of the pattern of flow at right- angled,T-shaped confiuence',lnt.
recirculation region and on the flow characteristics has been Chem. Eng.,1983, Vol 23, pp 717-724.
studied numerically using three different aspect ratios 6. Kotb N. A. E., Mokhtarzadeh-DeHghan M. R., Ward-Smith
(W/H -3.0,2.0,1.0) and for an uniform inlet profile. Fig. 11 A. J. 'A Numerical study of Laminar and Turbulent
shows that an Increase of the length of the recirculation region flows in a two dimensional bend with or without a guide vane.*
results from an increase of the aspect ratio. Similar results 1988, Int. Journal for Numerical Methods in Engineering,
were obtained from a two - dimensional study (3) . For large Vol 26, pp 245-262.
aspect ratios the flow at the symmetry plane tends to 2-D, 7. Launder B.E, Spalding D.B., 'The numerical computatuion

of turbulent flows* , Comp. Methods Applied Mech.
Eng., 1974 vol 3, pp 269 - 289.

6. CONCLUSIONS 8. Liepsch D., Moravec S., Rastogi A. K. ,Vlachos N. S.,
'Measurement and calculations of Laminar flow in a

Three - dimensional flow in sharp bends has been studied ninety degree bifurcation', J. Biomech., 1982 , vol 15, pp
numerically and a comparison with experimental 473-485.
measurements indicates the following: 9. Pantankar S.V., "Numerical Heat Transfer and Fiuid Flows'

,1980 Hemisphere Publishing Corp., McGraw-Hill.
(a) Satisfactory aggreements between computed and 10. Pantankar S.V., Spalding D.B., "A Calculating Procedure

For Heat, Mass and Momentum Transfer in Three -experimental results is obtained before the sharp bend . The Dimensional Flows', 1972 ,Int.J.Heat Mass Transfer ,VoI. 15
model tends to overpredict the velocities in the strong
recirculating region. pp 1787 - 1806.

11. Pollard A., Spalding 0. B., 'The prediction of(b) The dimensions of the recirculating region appeaning in the three-dimensional turbulent flow field in a flow .splitting

Inner wall are affected by the inlet profile.Beyond the sharp tee-union C uretod in a pli c ind
bend qualitively agrrement has been obtained close to the Tee-junction, Computer Methods in Applied Mechanics and
sharp bend itself. Further downsteam the agreement is again 12. Samagaio A., Viachos N. S., 'Calculation of
quite good. It Is thought that the turbulence model, k - e temenionAla ros iN TC pated J i
used been isotropic cannot predict correctly such regions. Computer Methods in Applied Mechanics and Engineering,
Further refinements therefore are needed in the turbulence ol 75, pp A iM caE7n
model to improve the prediction in the region close to the 1989, vol 75, pp 393-407.

corner.

(c) An increase of the duct aspect ratio produces an increase
of the recirculating region length and an decrease at its
height. This indicates the significant effect the side walls have
on the recirculation region.



FLOW

Fig. 1 Three -dimensiona( dommain
for a L- shaped sharp boend

inner __________L________

expeimental Fily cievelloped at the intE

Fig,2 Isovetocity contours at the z/h=-.5



nner C-L

0A

outer

experimental computational

Fig, 3 Isoveiocity contours (it z/h=O.

C.L
outer

computatonal experr'iental

Fig. 4 Isovetacty contours at y/h 1 3



-outer C.L

-h 0-
computatioflak experimentak

Fig. 5 Isovetocity contour's at y/h=1.9

out e

-----------

-h-

-optktoa ______________

F-g 6 __ectycot__ a yl_=



outer C.L -

@77

computotioflQ exper'menta1

Fig,7 Isove(ocity contours~ at y/h 2.

outer C-L

- 10

nner u

cormputatanoa

Fig, 8 Isavelocty C-nc,.r -Ct



r-j V I FLOW

f I I I I

0

/hl3 * /: . h . /z2/z2

* ,i 4

F1g.9 Computotionol ond experimental velocity cdsturbit~on at
selected verticals of the symmetry plane

2- 1 133,

( 0

.I, I t

I.I-I -i -1 1 i
0 0 0 0 o~ 0

-/ -X/ h -×/h +Z/h *Z/h IZ/h

1 unFor m profile

8 experlr-'9tsi FroI: e
3. fyLy cievekooeo profile

F;9 . In E[fect ,* ke 'let D t on te @c~rc~jvt,3lon "~on



12 3

1. \4/h 3
2. N/h = 2

3I N/h 1

Fig. 11 EfFect of the duct aspect ratio on the r'ecircu(otion
region



35- I

Discussion

D. GREGORY-SMITH, DURHAM UNIVERSITY- Ui ITED KINGDOM
Did you carry out any continuity checks to satisfy yourself as
to the accuracy of the non-recirculating velocities?

The boundary layer on the side walls seems much thicker measured
than computed (Figs 4, 5, 6, 7, 8). Do you have any comment?

AUTHOR'S REPLIES

Continuity tests were carried out in the upstream duct and
downstream of the recirculation zone. Both were correct within
the experimental error ± 4%.

The appearance of thicker boundary layer in the experimental
results relative to computational is artificial and due to the
graphics package used, in conjunction with the limited number of
experimental data close to the specific wall. (Nearest
experimental point was 1.3 mm from the wall in the recirculation
region and 13 mm in the side wall).

H. WEYER, DLR INSTITUT FUR ANTRIEBSTECHNIK, GERMANY
Following the question of Dr. Gregory-Smith: LDV measurements
near the side walls in the normal mode are difficult. The large
(10,.m) particles you use tend to reveal thinner (turbulent)BL's
than they are because of particles' bias. The large particles
are also the reason for successful near-wall measurements.

AUTHOR'S REPLY

We agree with Dr Weyer's comment. We are at present redesigning
the seeding apparatus to include small diameter particles 1 Vm
in the recirculation zone.

P. COELHO, INSTITUTO SUPERIOR TECNICO, PORTUGAL
Did you perform any calculations in order to ensure that the
predictions are grid independent?

No predictions of turbulent quantities are shown. Could you
comment on that?

AUTHOR'S REPLIES

Grid independence tests were carried out and the results
presented are grid independent. It was found out though that the
whole solution was very sensitive to grid shape close to solid
walls.

Predictions of turbulence quantities will be published soon. In
the recirculating region k (is?) the shapes of k distribution in
the centerline are correct although the position of maximum k is
predicted closer to the wall (recirculation region) than in the
shear flow region. In the other areas the predictions seem to
be good.
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H. IACOVIDES, UMIST, UNITED KINGDOM
In our experience grid refinement has a greater effect on the k
and F- predictions. Did the authors also observe this
phenomenon?

AUTHOR'S REPLY
Grid refinement affects the k-i-predictions when it was carried
out close to the boundary walls. No significant changes were
observed when grid refinement took place in the high shear flow
region. This allowed us to conclude that it was the k-a
formulation in this region which created the "problematic"
predictions rather than the grid.
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SUMMARY

To increase the temperature mixing the hot and cold annular streams into
efficiency in the common nozzle of an individual jets with opposite radial
existing turbofan engine, a forced mixer velocity components, fig. 1c. Due to the
is to be developed. Its design is radial components of the momentum, axial
generally based on empirically derived vortices are generated downstrem of each
knowledge and requires some verification more or less radial lobe wall. Besides the
testing. To minimize the scope of testing, shear flow, essentially these swirls
a numerical investigation has been effect the mixing process. The quality of
performed, computing the complete flow the mixing process is expressed by the
path through the mixer up to the thrust thermal mixing efficiency obtained up to
nozzle. The computational domain is formed the thrust nozzle and the level of
by a body fitted H-type grid. ,Ye additional total pressure losses occuring
simulated air flow is compressible between splitter and nozzle.
adiabatic including variable specific heat
and viscosity and the standard k-epsilon 2.2 Mixer aeometrv
model is used. Resulting velocity and Generally the design of a lobed mixer is
temperature fields are presented together based on a large amount of empirically
with the temperature mixing efficiency. derived knowledge. This has been
Use of the velocity field to shape the accumulated by numerous series of model
scallops at the mixer trailing edge is and full scale tests like those of
demonstrated. Comparison with test results Frost [1], Hartmann [2], Kozlowski (3],
indicates that CFD is a useful engineering Shumpert [4], Blackmore [5], Cullom [6],
tool to check and improve a new design Anderson [7], Kuchar [8] and Skebe [9].
before testing.

Some of the essential design
recommendations concerning the geometry of

I. INTRODUCTION the lobes are:

The decision to adapt a forced mixer to - limit hot and cold total flow turning
the splitter upstream of the common nozzle angles to approximately 25 degree
of an existing turbofan engine was the relative to the axis
starting point for the construction of a - provide a large radial lobe penetration,
model test set-up as well as for the defined as the ratio between lobe and
numerical investigation of a preliminary duct height at lobe exit
mixer geometry. Since the design point for - keep the aspect ratio at lobe exit below
the mixer is cruise at a Mach number of four
0.8 in an altitude of 12192 meters, it was - ratio of hot and cold cross-sections at
obvious, that model testing meant to lobe exit is the same as without lobe
accept severe compromises due to the - lobe side walls approximately parallel
restricted operational capabilities of the - scalloping of lobe side walls is
available test cell. Thus the numerical favourable
computation of the flow field was the only - large number of lobes is favourable.
method to obtain an early full scale
verification of the mixer effectiveness. Also some physical parameters have been
Furthermore it was obvious, that a defined:
thorough interpretation of the computed,
strongly three dimensional flow field - static pressures of hot and cold stream
could support and reduce testing of this balanced at lobe exit
geometrically complex gas turbine part. - no diffusion within lobes

- no flow separation at lobe walls
2. GENERAL FEATURES OF A FORCED MIXER - no boundary layer merger within lobes

- avoid wall impingement of lobe jets.
2.1 Operating characteristics
To reduce noise and specific fuel Besides the large range of tests to define
consumption, forced mixers are often these global criteria only some
integrated into high by-pass turbofan investigations have been initiated in the
engines. Generally a lobed mixer is last years to explore the physics of
installed well upstream of the thrust mixing in more detail. Especially the
nozzle, fig. Ia. Its purpose is to mix the research of Werle [10], Skebe (9),
hot gas from the low pressure turbine exit Russell (11], Koutmos (12] and
into the cold air leaving the by-pass Eckerle (13] was concentrated on the
duct. Thereby the initially coflowing formation process of vortices and of the
annular streams are mixed to an velocity and turbulence structure in
approximately uniform flow in the thrust relation to the geometrical parameters of
nozzle. The mixing process is initiated by the mixer.
the lobes of the mixer, fig. lb. They part
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Taking care of most of the relevant 4. COMPUTATIONAL MODEL
information, an individual forced mixer
has been designed for integration into an 4.1 Numerical code
existing turbofan engine, fig. 2. To compute the 3D velocity, temperature
Essentially an axially long mixer with 12 and pressure fields, a commercially
lobes and a penetration of 80 % seemed to available CFD-code, Ref. [23, 24], has
be appropriate to replace the splitter, been used. Its general features are:
Scalloping of the initial layout had been

- dropped, since the scallop-form should be - 4eynolds averaged Navier-Stokes code
developed from the computed flow field. - first order accurate

- fully implicit, upwind solver
- primitive variables like pressure,

3. REVIEW OF NUMERICAL MIXER FLOW velocity components and enthalpy
SIMULAION - built-in turbulence models

- built-in wall functions for friction
Although most of the attempts to simulate and heat transfer
numerically the flow field of forced - user friendly modular set-up.
mixers had in view the reduction of tests
and the improved understanding of the flow 4.2 Grid
development, the strongly three-dimen- The main tasks of the grid are:
sional flow structure is also a test field
for CFD-models and the power of the - describe the geometry of the mixer,
computers. With respect to this evolution, plug and nozzle walls accurately
a review has been carried out to check to - set the boundaries of the
which detail forced mixer flow fields have computational domain
been computed. Thereby some computation - resolve the flow domain by octagonal
field trends could be revealed: volume elements which are positioned

dense enough to allow a grid
- computation of only the primary flow in independent solution.

the lobe by Blackmore (5]
- computation of the flow in the mixing Since the flow field possesses symmetry

chamber alone by Birch [14], planes, these are used to build a 15
Povinelli [15) and Kreskovsky [16, 17] degree sector model representing only half

- separate computation of the hot and cold a lobe. Thus the computational domain is
lobe streams as well as the mixing confined circumferentially by angular cuts
chamber flow with iterative adaption of intersecting lobe trough and lobe peak.
the flow field results at domain The radial boundaries are formed by the
boundaries; Goyal [18], Barber (19), axis and the mixing chamber wall.
Koutmos (20], Yamamoto (21]. Splitter, lobe and plug walls are

represented to a fair degree by the body
Further trends can be recognized fitted option of the code.
concerning the computational grids and the
simulation of the flow structure. In every 4.2.1 Demands on the computational arid
case the available fluid dynamics code not Although the work to build a grid for a
only dictates the achieveable depth of complex three dimensional flow domain is
realism, but also the type of grid to be very pretentious by nature, the creation
used. Often relatively coarse cylindrical of the grid can be severely complicated by
polar grids have been used, which required additional constraints dictated by the
special handling of wall to mesh numerics of the code.
intersections; Birch [14], Koutmos [20].
Only a few simulations have been carried For this simulation one essential
out using body fitted coordinates, Goyal restriction resulted from the requirement
[18], Yamamoto [21]. Simulation of the to use a H-type grid, where the number of
flow structure grew more and more cells per direction must be constant. The
sophisticated with increasing computer consequence thereof is, that a locally
power. Now there are computations which necessary increase in the number of cells
use potential flow analysis combined with cannot be canceled in those parts of the
boundary layer calculations to demonstrate grid where a much smaller number of cells
the basic inviscid nature of the vortical would be sufficient. This would be
mixing process (Barber [19, 221) and even possible with an unstructured or block
low Reynolds-number type Reynolds stress structured grid, which is not accepted by
models, to reproduce more correctly the the code used.
anisotropy near the lobe walls;
Yamamoto [21]. It is generally recommended to build a

smooth grid. This means, grid lines should
Compared to the reviewed reports, it was follow streamlines or stream surfaces and
tried to simulate the complete mixer flow volume elements should be approximately
field using a CFD-code like an usual orthogonal. The latter requirement can be
engineering tool. This implicated the achieved by an - due to computer capacity
requirement for a high degree of maturity restraints not always adviseable-local
of the code, which should allow to do the increase in the number of cells. A more
computation within a body fitted grid economical method to approach
beginning at lobe entry and ending at orthogonality is to cut the flow field
thrust nozzle exit. into large blocks of hexahedronal or
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better cuboidal character. This can be The resulting mesh is to be checked
achieved by introduction of auxiliary slabwise in three dimensions by the aid of
lines which describe the edges of those a graphical display terminal. This whole
blocks. They have to be placed carefully procedure is a very time consuming process
between and on boundary surfaces. That since it must be repeated sometimes to get
means, auxiliary lines which are crossing favourable block profiles from adjusted
the flow field and connecting body or auxiliary lines.
domain surfaces should be orthogonal at
-these surfaces. Tiq is also true for After, final corrections in the grid, like
intersections between auxiliary lines. careful relocation of singular nodes, the
Subsequently the desired kind of volume nomenclature of the nodes is converted by
elements can be produced by a regular or an interface program to fit the
irregual subdivision of opposing block conventions of the CFD-code.
edges.

The result of the grid generation process
Since it is not always possible to create for the mixer is a grid of
volume elements with a brick like shape, 13 x 63 x 64 = 52 416 volume elements.
there are some further limitations to be Figure 3 presents the mesh at all physical
regarded to avoid divergence problems. walls of the computational sector. Thereby
Highly critical in this context are cell the by-pass duct casing and mixing chamber
vertex angles smaller than approximately inner wall surfaces have been meshed
30 degree. Less critical but detrimental fairly regular with exception of the
to the quality of the result and the speed region above the lobe entry. This local
of convergence are cell edge aspect ratios irregularity results from the increase in
larger than 10. Also a discontinuous mesh density required to model the lobe.
increase or decrease of cell size and grid
curvature should be avoided. The wall surface meshes at the splitter

are nearly ideal. Not shown is the grid
Additionally the simulated physical contained between the splitter walls.
processes affect the grid structure to an There the part of the grid starts, which
appreciable extent. Thus, large local is necessary downstream of the splitter to
gradients of any variable have to be mesh the lobe walls as well as the flow
resolved through an increase in mesh field between the lobe walls. At the end
density. Examples for those regions are of the splitter this part of the grid is
boundary and mixing layers, wakes and compressed to a very small ring and only a
recirculation zones. One more strategy small step in the middle of the splitter
influencing grid design, is to provide trailing edge allows to form the lobe wall
plane domain entry and exit slabs. This as shown. The unavoidable concentration of
facilitates the introduction of physical volume elements can be seen best in
boundary conditions as well as the figure 4. This region deserves special
handling, especially averageing of the attention during the course of iteration
data fields resulting from these regions. to avoid numerical instability.

In every case it is very useful to develop To resolve the boundary layers, the grid
a precise idea of the flow field to be density near walls has been increased and
calculated in advance of grid generation. wherever possible a smooth grid has been

created. Figure 5 demonstrates once more
4.2.2 Building the arid the lot of complex grid adjustments
To get most of the partially contradicting necessary to distort the regular entry
grid design requirements into line, it is grid into the s-like shape of the lobe
essential to use an efficient grid exit without changing the number of volume
generator. Therefore a commercially elements per slab and direction.
available interactive graphics
pre-processor, Ref. 25, has been selected 4.3 Modeling the Physics of the flow
instead of the grid generator provided Throughout the flow path from by-pass duct
together with the numerical code. and low pressure turbine exit through the
The chosen pre-processor is predominantly mixer up to the nozzle the gas streams
used for finite element analysis, but its were defined to be turbulent, subsonic,
flexibility and naturally its ability to compressible and adiabatic. Kinematic
generate fields of six sided volume viscosity and specific heat capacity were
elements made it suitable to the calculated from local temperatures. To
requirements posed by the flow solver, account for wall friction, the logarithmic

law of the wall was activated. Production
With this pre-processor the mesh is built and dissipation of turbulent kinetic
reversing the so called "top down" method energy was modelled with the k-epsilon
as follows: model using standard coefficients.

- define the cartesian coordinates of To approximate correct engine working
basic points of the computational conditions, measured velocity and
domain and of blocks. Declare sets of temperature profiles were chosen to
points to define arbitrary contours describe the boundary conditions at

- define lines between points; that is computation domain entry. The profiles
straight lines, arcs and track lines showed no swirl and were assumed to be
(splines) axis symmetric. The entry conditions for

- subdivide lines to the locally turbulent kinetic energy and dissipation
appropriate number of volume elements were derived assuming an isotropic

- define surfaces from 4 rim lines each turbulence structure and a turbulence
- define hexagonal blocks from the level of 1.5 % respectively 4 % for
surfaces by-pass duct and core entry, together with

- activate the mesh interpolator for the a mixing length of 10 % of the initial
space within each block, shear layer width.
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At nozzle exit, a constant ambient 5.2 Velocity field
pressure was set, insinuating that the In fig. 10 the velocity fields of three
flow angles will be small at this prominent sectors are plotted in form of
cross-section. To capture eventually constant Mach-lines. At entry of the
developing recirculation zones, the computation domain the axis-symmetric
elliptical mode of the numerical solver by-pass flow is simulated by a profile
was activated, with a peak Mach-number of 0.65 near the

duct inner wall. The also axis-symmetric
hot qas flow downstream of the low

5. RESULTS pressure turbine has only small boundary
layers and a flat profile maximum. Wakes

Some actions had to be taken in the course resulting from upstream struts have not
of the numerical computation. Firstly, been simulated. Due to the flow
only the continuity and momentum equations redistribution enforced by the lobes, the
were solved before starting the energy boundary layers at lobe exit assume a
equation. Then, after stabilization of characteristic profile. That is, the cold
this set of equations, the turbulence flow is heavily decelerated in the lobe
model was included. Additionally the high trough, while the maximum velocity of the
density grid at the lobe entrance was by-pass flow remains nearly unchanged.
dampened more conservatively than the Additionally the thickness of the cold
whole field to overcome numerical boundary layer at the lobe peak is
instabilities resulting from this reduced. The hot gas boundary layer
unfavourable part of the domain, thickness has also been diminished
Convergence was obtained after about 4000 markedly. This results from the
iterations over the complete domain, redistribution of the turbine exit outer
Subsequently the flow field had been boundary layer onto a much larger
analysed using the graphic post-processor perimeter.
supplied with the code, Ref. [26]. This
facilitated the task to select readable From lobe exit to thrust nozzle exit the
and interpretable 2D-plots from the mixing chamber cross-section is steadily
3D-data fields to a large degree. reduced. Thereof results an increase in

flow velocity and the wanted leveled-off
5.1 Temperature field exit profile. Despite the flow
Temperature mixing is driven by an axial acceleration there remain small vortex
vortex which starts from the radial velocity components, fig. 11. They reduce
trailing edge of the lobe. Due to this the achieveable thrust level by a small
flow rotation, hot gas leaves the top of but nevertheless remarkable extent. The
the hot sector downstream of the lobe with computed flow angles have also been used
a circumferential velocity component and during the design of the total pressure
cold gas enters the initially hot sector rake at rig exit to assure its insensivity
at smaller radii. Figure 6 demonstrates to flow direction.
this development through isolines of the
total temperature in an angular cut 5.3 Scalloping the lobes
interesecting the lobe peak. The Scalloping the lobes means to cut out a
corresponding cut through the lobe trough shell like contour at the radially
is shown in fig. 7. The separated cold and oriented side walls of the lobes. This
hot and the partially mixed regions are serves to save weight and is said to be
clearly recognizeable as well as the possible without a reduction of mixing
nearly unmixed region at the axis. Due to efficiency. As there are some examples of
the short mixing chamber mixing is not forced mixers with scallops, there exists
completed. The thermal mixing efficiency also a large variety of differing forms,
achieved at nozzle exit was calculated to but no recommendations are published
be 74 %. The comparable value for concerning the layout of the cutting line.
coflowing streams - without forced mixer - Thus it was tried to derive the scallop
is 32 %. line from the computed flow field.

Since it is accepted, that the kinetic
Some radial cuts through prominent cross- energy of a vortex is dependent on
sections are plotted in fig. 8. There, the circulation, parameters to describe the
axial development of the temperature circulation produced by the lobe, are the
distribution can be traced from entry into radial velocity components at the hot
the lobe over the exit of the lobe up to respectively cold side of the lobe wall,
the thrust nozzle exit. In accordance with fig. 12. To simplify the delineation
engine test results the hot and cold procedure for the scallop outline, lines
streams were simulated with nearly no of constant angle difference between hot
temperature profile at computation domain and cold streamlines have been derived
entry. Just downstream of the lobe exit from the vector fields close to the lobe
both streams are separated by small walls and the result are shell like
temperature boundary layers and the isolines, fig. 13. Hence it is possible to
resultant total temperature distribution cut back the trailing edge of a lobe along
at mixing chamber exit is compareable to such an isoline without loss of vortex
the one known from measurements. A closer engery compared to the unmachined trailing
inspection of this profile indicates, that edge. Furthermore the axial length of the
the upper part of the hot jet impinges at mixing vortex is increased and regions of
the mixing chamber wall. small angle differences are recognized. To
This is supported by fig. 9, which include the revealed advantages into lobe
presents the temperature field close to design, the mixer was scalloped according
the inner mixing chamber wall downstream to fig. 14.
of a complete lobe.



6. COMPARISON TO TEST RESULTS With regard to the thermal mixing
efficiency, the discrepancy between

To check the initial lobe design and the numerical and rig result is remarkable but
influence of scalloping, full scale water not alarming. On one hand this could be
tunnel tests and hot gas rig tests have expected due to differences between
been carried out with a 60 degree sector numerical and rig simulation and on themodel in addition to the numerical other hand both results have to be checked
investigation. The observations during the in an altitude test bed. Only there the
water tunnel tests confirmed the computed net -ffect of the forced mixer can beflow field to a large degree: demonstrated through rematching of engine

components to the added part.
- efficient mixing identified by dye

streaks
- vortex motion observed
- no separation at lobe walls
- enhanced mixing due to scalloping. I. T.H. Frost

Practical Bypass Mixing Systems for FanThese results allowed to concentrate on Jet Aero Engines
the scalloped version of the lobe during The Aeronautical Quarterly, May 1966,
hot gas rig tests. A comprehensive p. 141 - 160
instrumentation was provided to traverse
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- hot jets from the lobes impinge on 4. P.K. Shumpert
mixing duct wall. An Experimental Model Investigation of

Turbofan Engine Internal Exhaust GasNo coincidence could be achieved Mixer Configurations
concerning mixing efficiency. From the rig AIAA-80-0228
tests a value of 90 % was derived compared
to 74 % from the numerical analysis. 5. W.L. Blackmore, C.E. Thompson
A similar trend has been observed also by Design and Development of a Mixer
other authors, ref. (8, 14]. It is Compound Exhaust System
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profiles, deficiences of the k-epsilon 6. R.R. Cullom, G.A. Bobula, L.A. Burkardtmodel to represent wall jets and swirls Mixing Effectiveness Test of an Exhaust
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real geometry. Altitude

AIAA-81-1495
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commercially available numerical code like NASA-TM-81668, (AIAA-81-0274)
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FIG.l FLOW TURNING CHARACTERISTICS OF A FORCED MIXER NOZZLE

(largely from ref.9)
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Discussion

W. CALVERT, RAE PYESTOCK, U.K.
1) What was the computation time for your calculation?
2) Did you carry out any further calculations with different lengths of mixer?

AUTHOR'S REPLY
1) Computation time on a VAX 6800 was approx'inately 6 CPU-days including several

restarts.
2) No. Only one single computation has been carried out.

L. POVINELLI, NASA LEWIS, U.S.A.
I would like to comment on the effect of turbulence modeling. In Ref. 17 (Povinelli and

Anderson), a Navier-Stokes analysis was carried with a k-e turbulence model and also with a
simple eddy viscosity model. No discernable difference in temperature profiles or the mixing
were found. This is to be expected since the inviscid flow turning of the fan and core streams
generate the primary vortex structure which predominates the mixing phenomena and the
temperature distributions.

R. GRAY, WRIGHT LABS, U.S.A.
What was the definition of mixing efficiency?

AUTHOR'S REPLY
Mixing efficiency was the standard definition which is described by the ratio of the

difference between partially mixed and unmixed thrust over the difference between completely
mixed and unmixed thrust.
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SUUARY

A Rhie-type nonstaggered grid 3D-Navier-Stokes Code working on overlaid subdomains by
a zonal technique is applied on two model combustion chambers.

In case of the swirling turbulent combustor flow investigated, a locally unrealistic
flow behavior at domain boundaries was found on the coarse grid. This is caused by
strong overshoots of the momentum interpolated cell face mass fluxes, not reported up to
now in the literature. The influence of the pressure gradient discretization at bounda-
ries on these overshoots is shown.

At inter grid boundaries the'0scretization of the pressure gradient can give rise to
wiggles in the numerical solution as ob =ived in the case of the reacting turbulent
crossflow-H2-jet in a rectangular channel.

Moreover the influence of fully, partially and lacking local flux conservativity in
coupling the numerical fluxe4 across inter grid boundaries of the subdomains is studied.
The fully conservative coupling scheme turned out to be not a robust method.

List of symbols and abbreviations

a coefficient in discretization eqn
ap'uW  main diagonal coefficient ap in u-discretization eqn at grid point W

cell crossectional area
B overshoot [m/s]
C mass flux
DIVG cell mass source
DQ difference quotient
DV pressure-velocity coefficient
H defined by eqn (4)
k kinetic turbulence energy

MI momentum interpolation
p pressure
PVD pressure-velocity decoupling
r radial direction
SCIS Pportions of integrated linearized source term S = SC + Sp-0

velocity vector
Vol cell volume
u,v,w velocity components in x,y,z-direction
x,y,z cartesian coordinates
Z pressure term, defined by eqn (5)
alinear blending factor
9p pressure difference quotient
sp, pressure correction difference quotient
Eturbulence dissipation
Ah grid spacing
9density
+ stands for a quantity governed by an own transport eqn

Superscripts

old value (before correction) 92-16096
' Icorrection
C quantity based on central p-DQ
4 quantity based on first order forward p-DQ
- quantity based on first order backward p-DQ
_- quantity based on second order backward p-DQ

quantity based on central p-DQ but assuming zero p-gradient between grid
point and boundary

Subscripts

lin linear interpolated
mom momentum interpolated
P grid point P
N,S,E,W,T,B neighbour grid points to P
n,s,e,w,t,b cell faces midway between P and the respective neighbour grid point
nb stands for neighbour grid points N,S,E,W,T,B
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1. Introduction and motivation

In recent years the gasturbine combustion chamber has achieved increasingly more at-
tention due to the impending requirement of drastic reduction of emissions, higher tur-
bine inlet temperatures and compact chambers. The search for new combustion chamber con-
cepts (see e.g. /1/, p. 466ff), where experience is limited or lacking, forms the back-
ground for an enhanced future employment of CFD for combustor flow investigation.

In gasturbine combustion chambers we are facing-a subsonic (order -50 mis), recircu-
lating, highly turbulent flow in 3d, complex domains. As the flow is subsonic, special
care must be taken to avoid the occurrence of oscillations in the pressure and/or velo-
city field computed, which may arise owing to a pressure-velocity decoupling. The con-
ventional remedy, the circumstantial staggered arrangement of pressure and velocity
nodes, is sheemingly being replaced slowly but steady by the nonstaggered arrangement,
as an observation of the nonstaggered grid publications indicates, see /2/. Most of non-
staggered grid methods (also called colocated grid methods) for low speed flow base on a
concept called the "momentum interpolation" (MI) of cell face normal velocities, which
was first introduced by Rhie /3/ and Hsu /4/ in their Finite volume methods and at the
same time in the Finite element context by Prakash /5/ in 1981. The MI-concept has been

applied successfully to numerous low speed laminar and turbulent 2d and 3d flows, see
e.g. /6,7,8/. However it may produce locally unrealistic flowfields on coarse grids due
to overshooting MI. This is the first issue addressed in this paper.

Another problem arises due to the complex geometry of combustors. Here a development
during the recent years can be pursued: In order to handle complex domains adequately
the first generation codes typically basing on staggered grids with cartesian or polar
grid lines are being more and more replaced by second generation codes, which employ
curvilinear, nonorthogonal (or at least orthogonal) staggered or nonstaggered meshes
/9/. Although the gain in geometrical flexibility is considerable, it may be not yet
sufficient. For instance typical annular gasturbine combustor arrangements comprise of a
number of nozzles firing into the chamber, whereby nozzle axis and chamber axis are mu-
tually deferred, see /1, p. 375/. Such a flow configuration cannot be computed on a sin-
gle, even curvilinear, structured grid. It asks for a zonal scheme, splitting up the en-
tire computational domain in coupled subdomains each having their own grid. The elliptic
nature of the flow with large recirculation zones may result in a strong feedback of
flow information between coupled subdomains. In addition considerable gradients occur in
case of combusting flow. Therefore the treatment of zonal boundary conditions may have a
strong influence on the solution obtained. Although there are numerous applications of
zonal schemes to transsonic and supersonic flows, zonal procedures applied to the low
speed, recirculating, highly turbulent internal flow type (as in combustion chambers)
are only few. None of these compares different ways of zonal grid coupling. This is done
here in a limited extent, whereas a more comprehensive investigation of the grid coup-
ling and the nonstaggered grid momentum interpolation will be given in /2/.

2. Some theory of the computational method

The investigations shown in this paper base on results obtained with our MUG3D-Code.
It is an extension of the Garret code /10/ for the computation of steady 3d, turbulent
flow in combustion chamber geometries by a local relaxation procedure, see e.g. /11/.
The governing transport eqns are integrated over cartesian or cylindrical grids and
solved repeatedly in a successive manner until convergence is obtained. The iteration
sequence is well known as the SIMPLE algorithm, employing a pressure correction equation
derived from the integrated continuity- and momentum eqns (see e.g. /12/). Turbulence
model is the standard k, 6 -model, which requires the additional solution of transport
eqns for the kinetic turbulence energy k and its dissipation F_ . The turbulent hydrogen-
air combustion for the crossflow jet investigated was modelled by a one-step finite rate
chemistry of Eddy-Break-Up type /13/.

In the context of this paper two other code features (not yet contained in /11/) are
of mair interest here: the nonstaggered grid formulation and the zonal scheme, which
enables the grid coupling in three different manners. Some theory concerning them is
give!n now in 2.1 and 2.2, respectively, followed by the application of the nonstaggered
grid zonal scheme on two cases in chapter 3.

2.1 Nonstaggered grid

2.1.1 The problem of pressure-velocity decoupling

What is the reason that made the circumstantial staggered grid standard for Navier-
Stokes computations in the low speed range up to the 80 years? It is the fact that at
speeds substantial lower than speed of sound, pressure changas in the flowfield are so
small, that they have only little or (in the incompressible limit) vanishing influence
on density, which influences velocity field. Therefore the coupling between p and v is
less tight than in a compressible flow. This makes the problems. Due to the weak p-v-
coupling an improper treatment of pressure gradient terms and discretization of conti-
nuity eqn (first derivatives!) may lead (but need not always) to a p-v-decoupling (PVD)
of the numerical solution, which then exhibits spatial lAh oscillations in the pressure
and velocity field. For a staggered grid, where the respective u,v,w-nodes are placed
between the "driving" p-nodes, this decoupling does not occur, see /12/. The straight-
forward extension to a nonstaggered arrangement would be: retaining the central diffe-



rence quotient (DQ) for the pressure gradient terms in the momentum eqns and for the
mass fluxes in the continuity eqn and obtain the needed pressure- and normal mass flux
values on the cell faces by linear interpolation from the two adjacent grid nodes. How-
ever it is this linear interpolation that makes the momentum eqns actually use a 2Ah
-central p-DQ and the continuity eqn a 1.4h central mass flux-DQ. Therefore short waved
14h pressure and/or velocity disturbances, which-may arise during the iteration process
towards convergence, are ignored by the numerical scheme and not damped out. They remain
in the converged solution and appear as chequerboard-like l'4h wiggles in the p and/or
$-field obtained. Fig. 1 gives an impression of that.

As already mentioned, such a PVD can be avoided - at least for rectilinear grids - by
a staggered arrangement of pressure- and velocity nodes, which due to the staggering
does not require the interpolation of the pressure on momentum cell faces or normal ve-
locity values on continuity cell faces. This results in IAh-DQs for pressure and mass
fluxes, so that no l'4h wiggles can occur in the converged solution. However the stagce-
red grid has its own shortcomings. A discussion of the relative merits of staggered and
nonstaggered grid can be found in /14, 15/.

In order to obtain a nonstaggered grid scheme not susceptible to PVD one could employ
forward or backward DQs (i.e. IAh-DQs) for the pressure gradient terms and in the con-
tinuity eqn, as was done by /16, 17/. However the second order accuracy of the central
DQ is lost.

Another way is to retain central differencing, but modify the linear interpolation of
cell face values, as is done in the idea of the so called momentum interpolation also
called pressure-weighted interpolation, originated by /3, 4, 5/. The MI concept retains
linear interpolation for the pressure values on the cell face boundaries, but employs a
special interpolation of cell face normal velocities, introducing the 14h p-DQ across
the cell face in order to avoid PVD.

2.1.2 Mkmentum interpolation

Our own MI-version, which is similar to that used by Peric /15/ is sketched now.
Let's consider a finite volume cell surrounding a grid node P. Neighbour gridpoints are
labelled by capital letters according to the points of the compass. Cell faces are loca-
ted midway between adjacent nodes and denoted by lower case letters. As an example, the
integration of the u-momentum eqn over the P-cell yields the discretized algebraic eqn
(1). For reasons of clearness we consider a cartesian grid and unrelaxed equations. The
influence of relaxation on MI is analysed elsewhere /18/.

a-up = kanb. unb + SC nb =fN, S, E, W, T, B? (1)

where ap = Ianb - Sp (2)

The a h are the discretization coefficients arising from convection and diffusion,
whereas "CI SD represent the portions of the integrated linearized source term
S=S +S .up. Foz convenience we split up S in the integrated pressure gradient term plus
a r~st ' and introduce some abbreviationg. Then eqn (1) appears:

C

up = Hp + Zp (3)

5Z ab' un~ n'nb S

where Hp nb C (4)
ap ap

Zp: -DVp .SP "pressure term" (5)

Vol p
DVp o (6)

a p

The pressure term Z [m/sJ consists of the p-DQ 4rp times a factor, the pressure-velo-
city coefficient DV, times -1. Both H and Z can be positive or negative.

Let's denote quantities based on the central, first order forward, first order back-
ward p-DQ by the superscripts c, +, -, respectively.

we consider point P and its axial neighbour gridpoint W:

uW = Hw + ZW up = Hp + Z (7)

If we replaced-SP, by 9p and 9pw by W' we would i.g. get some changed velocity values
from the u-momentm eqn:

=H'W +Z W up =H +Z (
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Note that =p SP is the I-Ah p-DQ across the w-cell face. Instead of linear interpo-
lation of cefl face normal velocity from adjacent nodal values:

1 1
u := -(uW+ U) = 7.( Hw+ZW + Hp+Zp ) (9)UW lin: W+u

we use the fictive nodal values:

u + -uj=- IL~+ + Z (10)Uw := 2 ( W + U Hw+Zw + H LZ
2 Wmom

In my opinion this is the most clear, straightforward realization of the MI-idea.

As the normal cell face velocities appear not isolated but always incorporated in
cell face mass fluxes C [kg/s], it is advantageous to store the latter rather than the
former in the code. I use:

Cmom &...---- L+

C Cp

In contrast the alternative definition

C = 9 S .+ (12)
mom 2 2 2

does not ensure boundedness condition

min(C'W, C ) Cw mom 4 max(C C;) (13)Cmom

In case of combusting crossflow-H -jet Isee 3.2) locally steep gradients of density and
velocity appear at the boundary f the jet flame. There eqn (12) produced unrealistic
overshooting values due to the local density variation and should not be used.

Employing the momentum interpolated cell face mass fluxes in the continuity eqn inte-
grated over the cell surrounding P, we arrive with the common SIMPLE assumption (see
/12/) at a pressure correction eqn:

PIP= anb. n b  - DIVG (14)
nb

where DIVG C +C (15)

nmom mom emom mom mon mai

a n ab (16)

nb

Vol VOl 1aw = ' WAW w * + p Ap )l (17)

ap'uw ap'u x - xW

A VolE Volp 1
aE = 2" EA - * p ). (18)

aP'uE  ap'u 'x -Xp

(The other coefficients are formed analogously)
a puwis coefficient a of u-eqn at point W

It is crucial for the avoidance of PVD that the cell mass source DIVG now consists of
cell face mass fluxes containing l-Ah p-DQs. The p'-eqn is solved with zero normal gra-
dient boundary conditions. This is consistent to given mass flow rates throuah domain
boundaries. If a p'-field has been obtained, the present old (index *) values of cell
face mass fluxes, cell center velocities and pressure are updated, e.g.

C = C + C (19)
w w w
mom mom

u p (20)

p p 
(21)

Vol Vol

where C = -" W W Ap - Sp (22)
w 2, UW P P P

a 'ap, p~up



and up =- p
apup

Inside domain Spe =Sp' is used, whereas for cells at domain boundaries the zero p'-gra-
dient between thg gri point and the boundary is taken into account. It should be men-
tioned here that eqn (22) follows directly from-the derivation of the p'-eqn (14). In
contrast, the nodal velocity correction formula eqn (23) is somewhat arbitrary /5, p.
124/ and was chosen in analogy to eqn (22). Note that all corrections vanish in the con-
verged state. In the pressure term, (eqn(5)) of the discretized momentum eqns apart from
boundaries, the central DQ SP = Sp is used. If P-cell is boundary cell, the respective
forward or backward p-DQ is uged, ag pressure values on the boundary are i.g. not given.
The choice of p-DQ there can have strong effect on the appearance of overshooting momen-
tum interpolated cell face mass fluxes. This will be treated now.

2.1.3 Overshooting

The subject of overshooting MI-cell face mass fluxes has not yet been analyzed in
nonstaggered, grid literature. /19/ mention "extensive testing by ASC has demonstrated
that this potential problem is relatively minor", whereas /20/ state, that overshooting
"in some cases is quite large". Only /21/ give some quantitative values of (more or less
small) overshooting axial cell face velocities occuring in the "region of the peak and
most rapidly changing axial p-gradients" in a laminar constriction near the contraction
plane. My own experience indicates that on coarse grids considerable overshoots can oc-
cur, which may be accompanied by convergenca problems.

For reason of clearness consider a constant density flow on a cartesian grid. Then 3
and A are constant and we can consider velocities rather than mass fluxes. It is clear
from eqn (10) that momentum interpolated cell face normal velocities are not bounded,
i.e.

min(uW , up) g u w w max(uW , up) (24)
mom

is not a priori fulfilled.
Therefore we want to investigate the circumstances of overshooting of a cell face velo-
city uw located midway between adjacent grid points W and P. We define the overshoot Bw:

U := u - u (25)

and its corresponding "overshoot portions" at points W and P:

Bw : - uw  Bp :=u - up (26)

With eqns (5,7 - 10) it follows:

Bw ! ( B + B ) (27)

and also

aw  [VWq . -• W W ) + DVp (Xp - Sp (28)

BW Bp

Fig. 2 illustrates that. We want to discuss the magnitude of the cell face velocity
overshoot B . It can be seen from eqn (28) that B will be small, if both overshoot por-
tions are sMall, or if both a e larg -but compensate to a small value. Moreover, as the
DV are always positive and p p follows from eqn (28) that a (i.g. incom-
plete) compensation of the overhoot pations requirer the absence of a turning point of
the pressure profile p(x) in the vicinity of grid points W and P. More exactly speaking:

compensation < < p (29)
V Pw> SP w > SP P

However this alone does not protect gainst large overshoots. we have to consider the
magnitude of the overshoot portions B , B now. In the special case of a locally linear
pressure profile p(x), which is always ahieved in the limit of a very fine grid, the
differences in the p-DQs disappear in eqn (28) and therefore B w vanishes. However in ge-
neral these differences are not zero. Then the magnitude of the pressure velocity coef-
ficients DV (defined in eqn (6)) is important, because they act as an amplification fac-
tor for the p-DQ-differences in B, and B~p. Large DV values make MI prone to overshoots.

The value of DV depends on flow field and grid spacing. A tight convective or diffu-



sive coupling between the gridpoint and its neighbours reduces DV. Moreover it approa-
ches zero, if the grid spacing in any of the three coordinate directions goes to zero.
At least in the limit of small grid spacing, i.e. small grid-Peclet numbers, this depen-
dency is a quadratic one, because the effect of diffusion in the respective coordinate
direction on DV becomes dominating.

Eqn (28) was evaluated for the four p-DQ combinations for ;p and Sp, shown in Fig.3.
For a sufficiently small, constant x-grid spacing Ah-o0 the folyowing rtlations were de-
rived from eqn (28):

=W PW p = B = - ." (30)
4 2

p Wh =~ S CWVAS

IIa: p p - DV3

= -P -P 
=  

w
=  h

P 6 Paxi W(31)

b:( A S =SpP B 4 .. DV W (32)

-- d h- )2p
c: ( APp = p w  - .. ( 3 DV w- 2DV ). 52W (33)

4 w P

In case I, where neither W nor P are boundary cells B+ and B_ are governed by ep/x 2 
-

values, whereas B depends on the gradient of a2piax. o curvature changes of pressure
profil play an imfortant role. In case II, where P is a boundary cell, the expressions
for the three investigated ifferent p-DQs at the boundary reveal: The zero normal p-
gradient assum tion (using 4-p ) makes B proportional to pressure gradient, whereas a
first order (4) or second order (S-p) Iackward p-DQ results in a dependence from the
second derivative of pressure. Among the three boundary treatments, the overshoot ex-
pression B for the zero normal p-gradient assumption (eqn (31)) is of lower ah-order
than in thW first order backward p-DQ case (eqn (32)). It is interesting, that a swit-
ching over to the second order backward p-DQ does not raise the A h-order of Bw (eqn
(33)), which remains lower than apart from boundaries (eqn (30)).

So regions at domain boundaries are prone to MI-overshoots in the velocity component
normal to the boundary. The use of the zero normal p-gradient assumption in the normal
momentum eqn of boundary cells is less favourable. This is confirmed by the experience
gained from the swirl nozzle flow, see 3.1. When using the first or second order back-
ward p-DQ at boundaries, no remarkable overshooting can occur there, if the normal dis-
tance between the three grid lines adjacent next to the boundary is chosen sufficiently
small.

2.1.4 Linear blending

The nonlinear behaviour of the MI is a remedy to avoid PVD on nonstaggered grid ar-
rangements. Therefore nonvanishing overshoots B are welcome. However the cell face nor-
mal velocity u should remain a reasonable representation of the nodal values uW and u .
Otherwise (sometimes wavy) distortions in the computed flow field are observed, see e.&.
Fig. 11a .

In order to reduce too strong overshoots, the originally pure MI-cell face mass flu-
xes were replaced by a combination with the linear interpolated cell face mass fluxes:

C = (1 - u ) • C + O.C (34)w Wo Wli

By a choice of the linear blending factor a (0- a * +1) one can balance between the
eventual occurrence of ;trong overshoots and the eventual occurrence ot PVD-oscillations.
Experience gained from the two flow cases below reveals that both phenomenons, if they
appear strong enough, are accompanied by convergence problems, as certain underlying as-
sumptions of the pressure correction scheme are poorly fulfilled then.

2.2 Grid coupling

Composite grid or zonal methods can be categorized in three groups. Following the
terminology of Thompson /25/ these are:

- block grid or patched grid methods, where the structured subgrids share a common
interface with or without continuity of grid lines and line slope across the boun-
dary, e.g. /26/

- overlaid or Chimera methods, which abandon the constraint of a common interface,
employing instead an overlap area (or -volume in 3d), where solution on both struc-
tured grids is computed, e.g. /2,/



- hybrid methods, which use an unstructured grid as connecting grid bridging the gap
between the structured grids, e.g. '28/.

Such composite grid methods have become popular for about a decade in the simulation of
aircraft aerodynamics and turbomachinery flow. Most of these applications employ the in-
viscid Euler eqns and the thin layer Navier-Stokes eqns in the transsonic or upper sub-
sonic flow regime. In contrast, zonal grid applications of the full Navier-Stokes eqns
for low speed flow are not yet widespread in use. These are more reported for laminar
flow, e.g. /29-31/ than for the turbulent case, e-g. /32-34/. Sheemingly only /33, 34/
computed combusting turbulent flow with a zonal scheme.

The question whether grid coupling should be flux conservative is a debated issue.
For compressible flow it is a common view, that lacking local conservation of the nume-
rical fluxes across grid interfaces may give rise to distortions and instabilities in
the computed flowfield near shocks. For turbulent recirculating low speed flow, however,
the influence of interface flux conservation has not yet been studied. Therefore the
chosen Chimera zonal grid feature in the MUG3D-Code was designed to treat subgrid inter-
faces optional in three different manners:

a) nonconservative
However global mass conservation is enforced on each subgrid by a cell face area
weighted additive correction of receiving cell face mass fluxes, as the finite vo-
lume approach requires at least global mass conservation for convergence.

b) locally mass conservative
Only mass fluxes are transferred locally conserved across the interfaces.

c) locally fully conservative
The numerical fluxes of all transported quantities P are transferred locally con-
served across the interfaces.

The nonconservative coupling interpolates receiver grid interface values from the
sender grid (Diriclet-b.c.). This is done by trilinear Lagrange interpolation. The geo-
metrical data contained in the interpolation factors are distances between grid points.
In contrast the mass conservative or fully conservative coupling mode require additio-
nally intersection areas and -volumes, whose determination for an arbitrary orientation
of sender and receiver grid cells can become a cumbersome task.

The conservative flux transmission in mode b and c is performed as follows: The flux
from a sender grid cell into the i.g. intersecting receiver grid surface (called the in-
terface), is obtained from a flux balance for its remaining cell portion that is not oc-
cupied by the receiver grid. Doing this for all respective sender grid cells and assu-
ming a constant distribution of these tnterface fluxes inside their respective sender
grid cell, we get a stepwise constant flux density distribution on the interface. From
that, the local receiver cell face fluxes are then obtained straightforward according to
location and area of the respective cell face on the interface. The transmitted mass
flux values are used regularly to form convective terms in the + -transport eqns and en-
ter the mass source DIVG of the pressure correction eqn (14). This differs from the im-
plementation of conservative *-flux values: Here a deferred correction is used, i.e. in
the +-eqn of a receiver cell P the flux difference between the conservative, say, west
cell face flux and its i.g. nonconservative counterpart, which is obtained by the regu-
lar use of the interpolated +-value Owl is introduced as an additional contribution to
the explicit source term Sc (e.g. in eqn (1)).

3. Applications

Some results of the application of the MI zonal procedure on two flow cases are given
now.

3.1 Swirling axisymmetric model combustor flow

This flow case consists of a model swirl nozzle expanding axisymmetric in a chamber.
In order to reduce the outer recirculation zone, a weak axial blowing from the frontside
of the chamber is added. Swirler and combustor geometry were developed for numerical and
experimental investigations of turbulent particle dispersion at the DLR. For more de-
tails see /22, 23/. Results shown here confine to axisynmetric, isothermal, single phase
flow. Fig. 4 gives an impression of geometry and the turbulent flowfield computed on
three overlapping grids. Owing to the strong swirl imposed (s irl number was 1.66), an
inner recirculation zone results, reaching almost to the axial front wall of the nozzle.
Inside the nozzle strong MI overshoots of radial velocity v were observed adjacent to
the left axial wall (x = 1 mm, Fig. 5a) and also at the outer nozzle wall (e.g. x=32.5mm
Fig. 5b). The computed radial profiles v(r) shown in Fig. 5-7 were obtained on two
grids: the coarse grid had 13 radial grid points inside the nozzle, whereas the fine
grid had twice as many radial grid points and additionally an axial refinement near x=0.
At x=lmm an unrealistic v(r)-profil below r z12mn was found. This has two reasons:

First, the remarkable influence of the boundary normal p-DQ treatment on the coarse
grid solution indicates a too coarse axial grid spacing near x=O, causing MI-overshoo-
ting u-velocities, which in turn distort the wall-tangential v(r)-profile, where u and v
are of the same order (and that happens at x=lmm for r below i 12mm).



Second, a considerable MI-overshooting of v-velocities can be observed on the coarse
grid. This is exhibited in Fig.6a and for comparison purposes also for the fine grid
(Fig.6b). The curvature changes in the radial pressure profil cause strong differences
between v+, v, v (defined analogously to eqns (7,8)), resulting in locally severe over-
shoot portions 8, -. Apart from the pressure turning point at rzllmm there is fortu-
nately compensation of these overshoot portions but it is locally very incomplete, so
that the resulting cell face overshoots B are still high. These can be obtained quanti-
tatively from Fig.6 as the vertical distance between v (denoted by the symbolo) and
the line interpolating v values (denoted oy x). Note ao it is the nodal point veloci-
ties v that behaved locglly unrealistic, whereas the v -profile did not exhibit any
wiggle3. This might be due to the continuity eqn, whic ° n the limiting case of a ld-
flow prohibits any wiggles of the MI cell face mass fluxes, regardless of eventual MI-
overshoots. The fine grid results of Fig.6b exhibit clearly an amendment of the situa-
tion, but also reveal that the refinement is not yet sufficient, so that the two fine
grid profiles v(r) in Fig. 5a do not yet behave as should be expected from physics for
r < llmm.

The v(r)-Profiles at x=32.5mm are instructive for boundary normal p-DQ influence on
MI. As can be seen from Fig. 5b, apart from the outer nozzle wall (r=25mm) overshooting
is not a problem there. However the normal velocity component v nearest to the wall ex-
hibits unrealistic values up to 13 m/s (note that the axial corkponent u is of order 20
m/s there)! As overshooting at boundaries is of lower Ah-order when using Sp* rather
than S p (see eqn (31) and (32)) a more realistic behaviour can be expected in khe lat-
ter case. This is confirmed by Fig. 5b, which also contains a warning: In the SOP -case
the grid refinement resulted in a still more unrealistic value v than on the goarse
grid! The reason for that is an improper grid refinement at the b(undary: in the rp -
case rather than using &p or "p , MI-overshooting depends on grid expansion factgr
normal to the boundary (no? featurd in eqn (31), which was derived for constant grid
spacing 4h). As no additional grid line between the original boundary-neighboured coarse
grid grid line was introduced by the grid refinement, grid expansion factor rose and
worsened the situation.

In Fig. 7 it is shown that the diminishing of overshoots by linear blending resulted
in more realistic v(r)-profiles. Moreover convergence problems encountered on the coarse
grid due to the strong overshoots at x=lmm did not occur with linear blending (already
with O =0.5). However it was found, that increasing linear blending factor O tended to
roughen pressure and velocity profiles in high gradient regions. In the swirl nozzle
flow case this effect was only weak, but could be more clearly observed in the crossflow
jet case with its steeper gradients. This is a consequence of the less tight pressure -
velocity coupling introduced by linear blending. Based on present experience only a mild
linear blending of, say, cK=0.5 can be recommended, although in the swirl nozzle case
unique improvements of the computed flow field in the nozzle could be achieved by rai-
sing OK up to 0.9.

All fine grid results shown were obtained by a division of the computational domain
in three overlapping subgrids, see Fig.4. (For the coarse grid computations the fine
subgrid 1 was dropped and instead subgrid 2 extended into the whole nozzle.) In both
overlap regions the respective two subgrids had identical axial grid spacing but diffe-
rent radial spacing being increasingly coarser from subgrid 1 to 3. The axial overlap in
the nozzle took two cells, whereas a three-cell overlap was employed in the chamber. For
comparison purposes a single grid computation was performed on a grid that maintained
the radial grid spacing of subgrid 1 and 2 up to the right boundary (x = 560mm) of the
chamber.

It was found that the nonconservative and mass conservative coupling method gave very
similar results being in good agreement with the single grid computation. Hereby the
nonconservative coupling scheme was marginally better than the mass conservative one.
The fully conservative scheme gave also good agreement with the single grid results in
the grid overlap region in the chamber, where a recirculating flow across the interfaces
still exists, but flow gradients are low. However at the grid interfaces in the nozzle
partially strong distorted profiles were obtained with the fully c- servative mode, ari-
sing from receiver cells, in which the respective sender grid fluxes had been coupled
in. This is due to a basic problem of conservative +-flux coupling, as it inherently
bears the danger of coupling improper downstream information to upstream by force, what
may be unphysically, if locally no (or weak) transfer mechanism of * from downstream to
upstream exists. Such an unphysical flux prescription can result in distorted profiles or
even ill conditioned or singular discretization eqns for such receiver cells. Improper
flux values coupled in may be caused by the fact that:

a) flux transfer from sender to receiver grid may require higher order assumptions on
flux distribution. However for arbitrary orientated grids the realization of a con-
servative flux transfer being of higher order than the stepwise constant flux pro-
file assumption is not an easy task.

b) the flux information may stem from a sender grid, whose solution is locally too
different from the one of the receiver grid. This may happen, if grid spacing of
the two grids are too different in a region, where flow gradients are not small.
Th's may also happen in an intermediate state of the iteration process towards the
cot erged solution, due to the occurrence of a too different (quasi-) time advance-
men of the solutions on the coupled grids at the interfaces. Indeed this was the
rear , why the converged solution of the fully conservative coupling scheme could
only be obtained in the swirl nozzle flow case from a restart of the converged



(e.g.) mass conservative solution. However also then convergence was much slower.
In the crossflow jet case no converged solution could be obtained with the fully
conservative coupling scheme.

In Fig. 8 velocity profiles from the three-grid zonal computation of the MUG3D-code are
compared with LDA-measurements and results from another code (staggered grid code CPTR,
using single grid) at an axial position 2 mm downstream of the sudden expansion. These
measurements and CPTR results are taken from Blumcke /35/ at my institute. The profiles
are predicted fairly well by the zonal scheme and. are in close agreement to those pro-
duced by the MUG3D single grid calculation already mentioned. The zonal scheme reduced
drastically the CPU-time on an IBM 3091 from-13 hours to 2 hours, whereby number of active
grid points decreased from ,-4500 to 2700, but the single grid accuracy was retained (ex-
cept locally for the fully conservative mode). It was found that the CPU-time overhead ari-
sing from coupling operations to be performed by the code, were about the same for the

three coupling modes.

3.2 Single crossflow jet in rectangular channel

In the context of a national technology program for hypersonic airbreathing propul-
sion concepts basic investigations on hydrogen crossflow jets in subsonic air stream are
being made at our DLR-Institute of Propulsion Technology. In order to gain insight into
jet penetration, mixing and stabilization the basic arrangement shown in Fig. 9 was in-
vestigated experimentally and numerically, see /24/. The reacting H -jet issues from a
small rectangular aperture (1 x b = 0.5 x 1.7mm) perpendicularly into an air crossflow
in a rectangular channel (B x H = 25 x 40mm). Computations started 40mm upstream of jet
center assuming a constant distribution of air velocity u . = 31m/s. Channel pressure
was 6 bars. Hydrogen velocity in the nozzle orifice was Nk)en to be l150m/s, what is
still subsonic. H -air momentum density ratio was 95, whereas mass flux ratio was
0.0022. Fig. 10 giges an impression of the spreading and deflection of the burning jet
by means of equivalence ratio isolines 90= const. Hereby the value JO= 0.1 represents
the lean burning limit of a well stirred H 2-air mixture.

Computations were performed on a 43 x 40 x 17 single grid as well as with a 2-grid
zonal arrangement, where a rectangular fine grid 33 x 40 x 16 covering the high gradient
region around the H -orifice was overlaid to the global 43 x 40 x 17 grid. The latter
extended overlappin into the fine grid domain. Coarse grid points beyond the overlap
region, i.e. coarse grid points far inside the fine grid domain were formally computed,
but fixed to a constant value (passive region).

The single grid computations predicted the main features of the flow in the high gra-
dient jet region roughly according to the fine grid solution of the zonal scheme, al-
though flow details were captured rather poor and sometimes unrealistic. Linear blending
changed the single grid results locally sometimes remarkably, but an overall better
agreement with the fine grid solution of the zonal scheme could not be stated. As expec-
ted, in the limiting case a<= 1 severe PVD-oscillations were observed. In my opinion the
single grid resolution was too coarse in the high gradient jet region to allow a mea-
ningful evaluation of linear blending influence by a comparison with the fine zonal grid
solution.

No severe MI-overshooting effects at domain boundaries were observed, where the res-
pective (first order) backward p-DQ was employed. However at zonal boundaries originally
the central p-DQ in the receiver grid momentum eqn normal to the interface was employed.
This had a strongly destabilizing effect on convergence behaviour as well as on the so-
lution obtained, see Fig. lla: The fine grid mass flux density normal to the axial fine
grid boundaries (at x = -3mm and x = +5mm) exhibits a strong MI-overshooting at the
bounddry c&1.s inducing wiggles and distorted profiles. The reason for that is, that the
normal central p-DQ of receiver cell uses an interpolated pressure value from the sender
grid. However here the local pressure profiles of sender and receiver grid are too dif-
ferent, so that the use of this pressure value imposes a sudden pressure jump on the re-
ceiver boundary cell. This in turn results in a large difference between central and
backward p-DQ of the cell, leading to a considerable overshoot B. Linear blending re-
duced these overshoots, but yet worsened the situation, because the pressure jump stimu-
lated PVD-oscillations arising from the boundary. It could be clearly seen, that raising
blending factor oc attenuated the ability of the solution to damp out the oscillations
excited from the pressure jump. This problem cannot be remedied here by a higher order
interpolation of the pressure value from the sender grid, because sender grid profiles
were smooth near the receiver zonal boundary. In order to avoid the use of such pressure
values, the original p-DQ in the normal momentum eqn of receiver grid cells at zonal
boundaries was replaced by the respective first order backward p-DQ. That removed the
difficulties, as can be seen from Fig. llb. It should be mentioned here, that in the
swirl nozzle flow case the central p-DQ was still used without problems, because there
sender and receiver grid pressure fieldsat the zonal boundaries did fit, owing to weaker
gradients.

All three zonal coupling modes were applied on the crossflow jet flow case. The non-
conservative and the mass cunservative scheme showed a similar convergence behaviour,
what was also found for the swirl nozzle flow case. In contrast no converged solution
could be obtained with the fully conservative coupling scheme for the crossflow jet. For
the two former schemes a control of the obtained zonal grid solutions by means of a suf-
ficiently fine single grid solution is hardly feasible in this 3d flow, as the CPU-time
for that would be tremendous (days). However LDA-measurements have been made. According



to the experimental facility the flow conditions were changed from those given before:
The isothermal mixing of an air-in-air crossflow 3et at ambient pressure was studied.
Channel width B was somewhat enlarged to 30 mm and velocity at jet orifice was decreased
to 296 m/s, retaining roughly the original momentum density ratio. At present the LDA
measurements are not yet completed. They are continued to control and refine the exis-
ting experimental results gained up to now. The preliminary comparison of the zonal grid
solutions with the present LDA data indicates a somewhat better agreement of the noncon-
servative results with the measurement than the mass conservative solution did. However
a unique superiority of the nonconservative mods cannot be concluded from that. The
choice of coupling mode had locally a strong influence on the coarse and fine grid solu-
tion obtained. In addition locally strong differences between the coupled coarse and
fine solution in the overlap region were found for each coupling mode. An example of
this situation represent the profiles of axial velocity u(y) 2mm downstream of jet cen-
ter at symmetry plane z = 0 shown in Fig. 12. it can be seen from this figure, how dif-
ferent the coupled coarse and fine grid solution can locally be. Linear blending with

K= 0.5 as well as a local blending scheme, which determined O(-values locally between
0.5 and 0.9, gave slightly better agreement with the LDA measurements than pure MI
( W = 0).

4. Conclusions

The nonstaggered grid zonal procedure was outlined and applied on two flow cases. Lo-
cally unrealistic flowfields computed by the momentum interpolation scheme employed were
shown to be caused by strong overshoots of the momentum interpolated cell face mass flu-
xes. In extrem cases the overshoots were accompanied by convergence problems. Fortunate-
ly strong overshooting is a coarse grid effect. The connection between grid spacing,
curvature of pressure profiles and overshooting was analyzed. At boundaries overshocting
is more sensitive to grid spacing than apart from boundaries. The analysis revcales that
the zero pressure gradient assumption at boundaries is -as far as overshooting is con-
cerned- inferior to an extrapolation of boundary pressure in the p-DQ of the normal mo-
mentum eqn. This was confirmed by experience. At zonal boundaries pressure values from
the sender grid should not be used to form the p-DQ in the normal momentum eqn of recei-
ver grid cells at the interface. Otherwise this may have a destabilizing effect if grids
are too different. The respective backward p-DQ remedied the difficulties encountered.
Experience with the two flow cases indicates, that linear blending of the momentum in-
terpolated cell face mass fluxes can be a measure to attenuate the drawbacks of strong
MI-overshooting, if pressure-velocity decoupling effects do not occur.

In variable density flow (con-bustion!) locally an unrealistic overshooting of cell
face mass fluxes due to a distinct interpolation of density and velocity values could be
observed. That was avoided by interpolation of mass flux densities itsself.

The Chimera zonal scheme was applied in three coupling modes: nonconservative, local-
ly mass flux conservative, locally fully flux conservative mode. The latter turned out
to be not a robust method and cannot be recommended for general grid conbinations. Expe-
rience gained so far with the two other modes, which worked well, does not indicate a
clear superiority of one of them, neither in accuracy, convergence behaviour or CPU-
overhead. However the mass conservative mode requires more geometrical coupling data,
whose determination may be a cumbersome task for an arbitrary orientation of the grids.

In my opinion the question of the conservativity of inter grid flux transfer becomes
less important if the grids coupled together produce too different approximations of the
flowfield near the interface. Then the solutions don't fit and distort one another, what
cannot be cured by an even sophisticated coupling scheme employing higher order interpo-
lations. As only patched grid coupling methods with grid line continuity across the in-
terface are a priori free of that sort of problem, one has to take care that interfaces
are not placed in high gradient regions if the grid spacings are too different near the
interfaces.
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Fig. 4 Swirl nozzle flow- velocity field computed by the zonal scheme
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Discussion

P. COELHO, INST. SUPERIOR TECNICO, PORTIJAL
1) You have defined overshooting in an unusual way. Considering, for example, cell face e,

overshooting is generally considered to occur if ue > max (uE, UF) whereas you defined
overshooting as ue - 0.5 (uE + up) for a uniform grid. According to your definition
overshooting or undershooting will always occur if momentum interpolation is used, unless the
pressure gradient is zero. This overshooting in the sense you have defined, is necessary in order
to ensure pressure-velocity coupling. Why did you choose this definition for overshooting?

2) In Fig. 4 of your paper the overlapping region has about five rows of overlapping,
whereas only one or two are usually considered. Which criteria did you use to choose the
number of overlapping rows?

AUTHOR'S REPLY
1) I agree that an i.g. nonvanishing overshoot B of cell face normal fluxes is the measure of

the momentum interpolation to avoid PVD. In the limiting case of a fine grid, momentum
interpolation and linear interpolation become identical. Then no overshooting problems occur.
So it is reasonable to define B in a way, that it vanishes in this limit. This is fulfilled by the
definition Eq. (25). Moreover this definition is convenient for analysis. I want to mention in
that context of your question, that I observed distorted velocity profiles due to strong overshoots
already in situations, where the cell face mass flux was still bounded in the sense, that its value
lay between the flux values at the neighbored nodal points. Such a case can be seen in
Fig. 11(a).

2) Overlap looks greater in Fig. 4 than it actually is, but those velocity vector profiles on a
receiver grid, which were obtained from interpolation from the respective receiver grid must be
disregarded in order to count the number of overlap cells from Fig. 4. Experience with a 2d,
laminar driven cavity showed, that an overlap of only one cell gave slower convergence than
with 3 or 5 cells in that case. From that it was decided, to choose an overlap of 3 cells for
coupling subgrid 2 and 3, and an overlap of two cells for coupling subgrid 1 and 2 (see p. 37-8 in
the swirl nozzle flow case.

C. HAH, NASA LEWIS, U.S.A.
Have you tried any convergence acceleration technique?

AUTHOR'S REPLY
No multigrid technique was employed to accelerate convergence.

F. LACAS, CNRS, FRANCE
In the case of reactive flows, what kind of approach are you using in regard of turbulent

combustion modeling?

AUTHOR'S REPLY
The combusting hydrogen-air-crossflow jet of Fig. 10 was computed employing a global one-

step-reaction, where reaction rate was assumed to be only turbulence controlled (Eddy-Break-Up
model used).
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ABSTRACT a move away from the traditional
'cut and try' approach or the use

A three-dimensional curvilinear of empirical correlations based
finite-volume CFD code has been on a database of previous
applied to aid understanding of results, as described in (1]. In
the mechanisms leading to consequence, advanced
observed baseplate temperature computational fluid dynamics
patterns on a modern vaporiser (CFD) techniques are now an
combustion chamber. This code essential tool for use in the
calculates recirculating, design and development processes.
turbulent, combusting flows with
a k-c turbulence model and a This paper describes one recent
conserved scalar / local chemical application of CFD within
equilibrium combustion model.,. Rolls-Royce plc to the diagnosis
Predictions were obtained for and elimination of a particular
both the vaporiser internal flows integrity problem on a research
and for the complete flametube; combustor. The modelling approach
the latter used the predicted is described with particular
vaporiser exit flow patterns as emphasis on the representation of
boundary conditions. The the fuel injector system. Results
vaporiser flow models displayed a are presented both for the
sensitivity to the fuel injector initial problem diagnosis and a
location which was subsequently potential cure found through
confirmed by water analogy modelling. These results are
experiments. In conjunction with compared with available data from
the flametube calculations, the experiments.
effect of injector geometry and
location on the primary zone flow
patterns and temperatures wert
assessed, explaining the THE GAS TURBINE COMBUSTION
experimental results. The CHABER
computational studies suggested a
modified fuel injector geometry The function of the gas turbine
to reduce sensitivity and improve combustion chamber is to provide
fuel distribution, which was the power input for the engine by
validated by subsequent means of the high pressure and
experiments in the full high temperature oxidation of
combustor. fuel. Due to the arduous

operating conditions and the
stringent requirements of, for

INTRODUCTION example, durability, low
pollutant emissions and good

The role of computational methods stability, combustion chamber
in the design and development of design has become ever more
gas turbine combustors has become complex.
more pronounced in recent years
due to influences from a number The pahticular combustor geometry
of sources. From a computational studied here is shown in Figure 1
viewpoint, the availability of and can be classified as an
more powerful computer hardware annular vaporiser combustor
has enabled the routine ([2]). The vaporiser concept iscalculation of complex flowfields employed with a single skinwith a predictive capability combustor head, 'dump' diffuserimproved through the use of more and rear mounting arrangement asaccurate numerical schemes and shown, to produce a short,physical models, In addition, the lightweight unit. The combustorpressures to design combustion head is cooled by the mainchambers exhibiting, for example, diffuser flow, thanks to theimproved durability and reduced single skin arrangement. whileimprved urailit an redcedthe vaporiser is cooled by its
pollutant emmisions, has made the te v os
task of the combustion engineet internal flows.
more challenging, neccessitating
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Given the hostile operating describing the interaction of
environment, it proves difficult turbulence with combustion. The
to obtain measurements of flow in a gas turbine combustion
conditions inside the combustor. chamber is predominantly pressure
The best that can usually be driven and so the standard high
achieved is the measurement of Reynolds number k-c model [5] is
the exit temperature distribution generally sufficient to provide
('pattern factor'), combustor turbulence closure. The job of
exit emissions and wall describing the turbulent
temperatures, often from combustion process is somewhat
temperature sensitive paints, more problematic; a review of
This information is supplemented some possible approaches is given
with cold tlow studies, for in (6].
example on water analogy rigs.
However, these cannot mimic the In the case of a practical gas
large fluid volumetric expansion turbine combustor, the combustion
associated with combustion. problem involves the high
Experimental studies have also temperature and high pressure
been carried out to investigate oAidation of a complex
the internal flows and efflux for hydrocarbon mixture fuel,
the vaporiser fuel injector ([31, typically kerosene. A detailed
[4]). description of this process

involves a large number of steps,
many of which are not well known,

As a consequence of this with unknown reaction rates. If,
difficulty in obtaining however, we make the simplifying
measurements at the conditions of assumption that the chemical
interest, the potential for the kinetic times are very much
use of CFD is very large which is shorter than turbulent mixing and
a great incentive to the residence times then we may
production of robust, validated suppose that the reactions will
codes which can produce accurate proceed to equilibrium. If we
and meaningful simulations in a further assume that all
wide variety of geometries and components of the fuel have equal
operating conditions. diffusivities then fuel transport

may be described by specifying
the values of a conserved scalar,

KDELLING APPROACH FOR GAS the fuel fraction f. The density
TURBINE COMBUSTORS may be related to the fuel

fraction through an equilibri,i
The flow in a modern gas turbine relationship. In the case of a
combustion chamber is turbulent flame, the equilibrium
characterised as being three state will be subjected to
dimensional, turbulent, fluctuations and so, due to the
recirculating, variable density nonlinearity of the density -
and enclosed in a geometrically fuel fraction relationship, the
complex domain. All of these mean density is not obtained from
features must be reflected in the the mean fuel fraction. To
equations solved and the incorporate the effects of these
coordinate system chosen. fluctuations, a probability

density function (pdf) approach
The task of calculating a three is used to describe the variation
dimensional, turbulent, of fuel fraction; see [6]. Here,
chemically reacting flow poses a the pdf is assumed to be a Beta
number of problems. For practical funcion of ? and its -
flows, the instantaneous Favre-averaged variation f"2 .
Navier-Stokes equations cannot be This leads to a further equation
solved directly and so some form to be solved for the variance of
of averaging must be used. For
constant density flows,
conventional Reynolds averaging
is sufficient, where a quantity 0 As a consequence of this
4z decompcscd as * - 7 + ', modelling, the equations to be
where ; is the (time averaged) solved may be written (using
mean value and 0' is the general tensor notation) as
fluctuating component. In the specified in Table 1. The
case of a variable density flow, constants for the k-E model
it is more convenient to use are taken as standard ([5])
Favre (density-weighted) C= 0.09, C I = 1.44, C 2  1.92
averaging, where the ;uantity V
is decomposed as b = f + 0". The This equation set is closed by
resulting mean flow equations may the prescription of the mean
be calculated with the aid of density p as
closure models which, for a 1 -l
reacting flow, take three forms : f PI. df
turbulence closure, a chemical 10 Pf)
closure model and a model

wheLe p i. , the Beta function pdf
of f and f,,. A more complete
discussion of these equations is
to be found in [7] and [8].



As noted above, the geometry of a CALCULATIONS AND EXPERIMENTAL
modern gas turbine combustion VERIFICATION
chamber is quite complex, see
Figure 1 for example. This The calculations reported here
naturally affects the choice of were initiated following
coordinate system for the experimental testing of the
solution of the above governing research combustor in Figure 1
equations. Here, an orthogonal displayed excessive head
curvilinear coordinate system was &9erheating as shown from the
used for the two-dimensional thermal paint result in Figure 2.
(x,y) plane, with the angular An initial model of a sector of
dimension being accounted for as the flametube was set up as shown
a body of revolution, as in Figure 3. The vaporiser was
described in [7] and (8]. This defined as blockages in the flow
approach is a reasonable domain as shown with a flat exit
compromise between the simple profile for both fuel and air.
cartesian grid which lacks The resulting flowfield is shown
flexibility and makes the in Figure 4 with the near wall
imposition of boundary conditions gas temperatures shown in Figure
difficult, and the general 5. It is clear that this
nonorthogonal grid, prediction shows a reasonable
transformation to which temperature distribution with the
introduces a large number of areas of concern being upstream
extra terms in the equations to of the shoulder cooling rings.
be solved. By using a curvilinear
orthogonal system, no cross This solution represents the case
derivative terms appear in the where the vaporiser efflux is
transformation tensor, thus perfectly mixed. This boundary
limiting the extra work incurred, condition is likely to have a
The orthogonal transformation is strong influence on the primary
obtained by the application of zone flowfield, so to check the
Schwarz - Christoffel mappings as correctness of this assumption
described in (8]. and also to further investigate

the behaviour of the vaporiser,it was decided to model the flows

Given the orthogonal coordinate internal to the vaporiser unit.
system, the governing equations The vaporiser geometry with its
are discretised on a staggered fuel injector is shown in Figure
grid arrangement with either 6. Note that the injector is free
Hybrid or QUICK differencing [7] to move within the vaporiser as
for convection approximation. The the combustor expands. The
equations are usually solved in corresponding computational
steady state form using the domain is shown in Figure 7. It
SIMPLE algorithm (9] for
pressure-velocity coupling. This contains over 190000 modes in
derives an equation for the order to give adequate resolution
pressure correction based on the of the geometry.
momentum and continuity equations
to overcome the lack of any In modelling the vaporiser flows,
obvious pressure equation in the both fuel and air flows must be
set to be solved. This algorithm considered. To model the liquid
is of the predictor - corrector fuel completely would require
type and solves the momentum, consideration of the complex
pressure correction and scalar ligament breakup and droplet
equations in a sequential coalescence processes in addition
iteration process. The linear to evaporation and droplet
equations arising at each stage trajectories. In this case,
can be solved by, for example, however, it was felt appropriate
the Tri-Diagonal Matrix to simply model the fuel as a
Algorithm. The iteration process dense gas. Subsequent comparison
is judged to be converged when with experimental results
both residual errors for each indicated that this simplified
equation and the continuity approach was still able to
imbalances are less than some capture the essential details of
particular value, the vaporiser flows. Since

combustion does not occur within
the vaporiser, density changes
occur through mixing only.

The datum flowfield and fuel
distributions are shown in Figure
8, which yield an airflow split
between the two arms of 49.9% /
50.1% and a fuel flow split of
49.4% / 50.6 %. Of particular
note is the wake downstream of
the injector head. Thus the
vaporiser flows in this
configuration are shown to be
essentially symmetrical, although
the exit profiles are not flat.
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These profiles were then place of fuel to check the fuel
transferred as boundary flow split for various injector
conditions to the flametube positions. A sample of results
solution. from this study are shown in

Figure 13. For the maximum
The near wall gas temperatures injector displacement case
from the revised flametube (corresponding to that modelled),
solution are shown in Figure 9, the measured fuel splits were
displaying a generally hotter 2T2% / 76.8%. Thus, despite the
combustor head. Note that the assumptions adopted in the
external aerodynamics for both vaporiser modelling, the
solutions would be the same, so sensitivity of this particular
the increased gas temeratures geometry to injector location had
near the walls would result in been correctly predicted. This
increased metal temperatures. obviously gave confidence that
However, the combustor distress similar techniques could be used
observed experimentally implies to remedy the problem.
that there is a further mechanism
influencing the flowfield and gas
temperatures which is not being The initial calculations for the
modelled here. It was therefore whole combustor, shown in Figures
decided to investigate possible 4 and 5, illustrate an acceptable
mechanisms for fuel temperature distribution over
maldistribution in the vaporiser much of the combustor head with a
flows, well mixed vaporiser efflux. In

addition, the vaporiser internal
flow calculations had shown fuel

A possible cause of entrainment in the wake of the
maldistribution in the vaporiser bluff injector head.
flows which was investigated was Consequently, it was decided to
a sensitivity to the fuel attempt to reduce this wake
injector location on the fuel and effect and assess the sensitivity
air flow splits. The vaporiser of the resulting geometry. From a
calculation was repeated with the variety of options modelled, the
fuel injector head offset so that most promising avenue for
it was in contact with the reducing the wake was to switch
vaporiser stem. The resulting to a bifurcated head injector
flowfield and fuel concentrations (Figure 14). This was modelled in
are shown in Figure 10. It can the same manner as the previous
clearly be seen that the fuel vaporiser geometries, giving
flow is now heavily biased in the results such as Figures 15 and
direction of the injector offset, 16. The predicted airflow split
with significant fuel entrainment for the offset bifurcated
in the recirculation formed in injector was 49.3% / 50.7%, with
the wake of the injector head. a fuel split of 44.0% / 56.0%.
The predicted airflow splits have Measurements confirmed the
not changed significantly, being greatly reduced sensitivity of
47.9% / 52.1%, but the fuel flow this geometry, with a measured
split is now 25.9% / 74.1%. fuel split of 38% / 62%. On the

strength of these predictions and
To model the effect of this fuel their experimental validation,
distribution on the primary zone this injector geometry was
flows, a model of a complete specified for full rig testing
vaporiser sector of the flametube where it did indeed yield a more
was set up (compared with the acceptable combustor head
symmetric half segments modelled temperature distribution.
before), utilising the biased
vaporiser flows as boundary
conditions. The results are shown
in Figures 11 and 12. Although
the primary zone flow patterns
have not changed significantly CONCLUSIONS
between the rich and weaker
halves of the solution, the near A modelling approach for three
wall gas temperatures correctly dimensional, turbulent,
predict the single sided head recirculating, combusting flows
overheat observed in experiments has been outlined and its
(as in Figure 2). application to the calculation of

flows in a gas turbine combustion
chamber and vaporiser fuel

The prediction of the head injector unit have been shown.
overheat pattern could be seen in The ability of the method to
itself as sufficient validation illustrate the sensitivity of the
of the modelling effort, but in vaporiser flow splits to injector
order to effect a remedy to the location has been demonstrated
problem, it was necessary to and compared with available
check that the vaporiser flows experimental data for the same
really were as dependent on geometry. Incorporating the
injector location as the model predicted vaporiser efflux
suggested. Consequently, cold profiles as boundary conditions,
flow measurements were performed full combustor models were able
on an airflow rig using water in to predict head temperature
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patterns which agreed with, and 7. Coupland J and C H Priddin
explained mechanisms for, 'Modelling the Flow and
experimentally observed Combustion in a Production Gas
temperature distributions. The Turbine Combustor', Proceedings,
vaporiser modelling was able to Turbulent Shear Flows 5,
indicate a modified fuel injector Springer-Verlag (1987)
geometry to reduce the
sensitivity of the system which 8. Manners A P : 'The Calculation
was subsequently validated by 6f Flows in Gas Turbine
experiment. The calculations have Combustion Systems', Ph.D Thesis,
also demonstrated the ability of University or London (1988)
CFD methods to produce meaningful
and useful data in areas where
experimental access may be very 9. Patankar S V and D B Spalding
limited. : 'A Calculation Procedure for

Heat, Mass and Momentum Transfer
These results illustrate that, in Three-Dimensional Parabolic
while much work remains to be Flows', Int J Heat Mass Transfer,
done in improving the vol 15, pp1718-1806 (1972)
methodologies and physical models
used for prediction of turbulent
reacting flows, the techniques
outlined here have reached a
sufficient state of maturity to
be used with confidence in the
design and development stages for
gas turbine combustors to
supplement and direct
experimental testing.
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TABLE I : GOVERNING EQUATIONS SOLVED

For a three-dimensional, turbulent, combusting flow the equations
to be solved may be written as

a- + U i  = 0 (continuity)
at ax.11

-fi+a Vi + 5 (Wi+.i )(U.i + Ujat T ax.i ax. a)x ;x

1ax1

(momentum)

(i,j = 1, 2, 3)

This equation set is closed by the inclusion of

jj ik) + xUi a aki
at ax i ax~ ax1  (turbulent

kinetic energy)

+ jL: ) +)_E a (cr +- CElP CFZC
at axi  Tx i  a xT K

(dissipation of k)

2r?) + ipU f) 3 IL( at '

at axi  axi (at axi

(fuel fraction)

_pf",2 ) + iL(Uif"2 ) = a r f _ + 2%t 37 a - 2f2

at ax. axi £otx i  o xax.

(fuel fraction variance)

where

= t(. + .hJai  production of turbulent kinetic energy

r = t + diffusion coefficient

t

= C k /_E 'turbulent' viscosity



Dump' diffuser providing stable
aerodynamics

Single skin combustor head
One piece rear mounting
arrangement

FIGURE 1 VAPORISR COMBUSTOR GOMrTRY

FIGUR 2 COMBUSTOR HEAD TEPERATURES FRU TERMAL PAINTS
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FIGURE 3 MODELLED GEO)IMR AND GRID
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FIGURE 6 GEO*MY OF T-VAPORISER WITH STANDARD FUEL INJECTOR

FIGURE 7 MODELLING OF VAPORISER. GRID AND GEOMETRY
REPRESENTATION
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FIGURE 9 NEAR WALL TEMPERATURES FOR FLAMETUBE SOLUTION WITH
PROFILED VAPORISER BOUNDARY CONDITION
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lI~k

(a) Plane through weak vaporiser outlet

(b) Plane through richer vaporiser outlet

FIGURE 11: FLOWFIELD FOR FLAIMUE SOLUTION WITH OFFSET INJECTOR
VAPORISER BOUNDARY CONDITION
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FIGURE 13 :CPERIMENTAL MEASUREMTS OF DEPENDENCE OF FUEL FLOW
SPLIT ON INJECTOR OFFSET

The injector was displaced from the central position and the
proportion of the total fuel flow (represented by water) passing
through the arm in the direction of the offset was measured.

FIGURE 14 VAPORISER WITH BIFURCATED HEAD FUEL INJECTOR
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FIGURE 16 EXPERIMENTAL MZASURfMETS OF DEPENDENCE OF FUEL FLOW
SPLIT ON INJECTOR OFFSET : BIFURCATED HEAD INJECTOR

Experimental technique as for Figure 13.

Discussion

R. WALTHER, MTU, GERMANY
1) Can you comment on the physical background which leads to the better full

concentration distribution at the vaporizer exits gained by the bifurcated head injector?
2) Is there any potential for self-ignition of the fuel-air mixture within the vaporizer tubes

and if yes have you ever tried to simulate it?

AUTHOR'S REPLY
1) The original injector had a bluff head which tended to promote recirculation and

entrainment with a consequent redistribution of the fuel at the operating conditions being
considered. The modified head reduced this tendency for fuel entrainment at its base.

2) It is not the intention that combustion should take place within the vaporizer and I am
not sure what investigations have been carried out in this field. To some extent the vaporized
tubes rely on full flow over their internal surfaces to act as a coolant.
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SUMMARY superscripts

A Monte Carlo technique is outlined for the simulation - Favre averaging
of the transport of a joint scalar probability density func- - time averaging
tion (pdf). The discretisation of the partial differential fluctuation
equations is based on a finite-volume approximation. The
problem of frozen solutions is adressed if the number of subscripts
stochastic elements is limited. Non-adiabatic boundary
conditions are discussed if the energy equation is solved 0 inlet
by a Monte Carlo simulation. j jet

P grid point
The Monte Carlo simulatio-n's compared with deter- t turbulent
ministic calculations and with an experiment in a three-
dimensional non-isothermal non-reacting jet-mixing flow. 1. INTRODUCTION
The results of the simulation agree very well with the
experiment and the deterministic calculations. However, Determination of mean values of coupled nonlinear scalar
the computer time and storage requirements for a three- variables in turbulent reacting flow requires the knowl-
dimensional simulation of the transport of a single scalar edge of a joint probability density function (pdf) of the
pdf increases dramatically in comparison to deterministic variables involved in the problem. A deterministic so-
calculations. The results also indicate the need for a sim- lution of the transport equation of the joint pdf with
ulation procedure that is free of numerical diffusion, large dimensionality seems impractical. Therefore, often

a Monte Carlo technique is proposed for the simulation of
LIST OF SYMBOLS the transport and the evolution of the joint pdf.

As side area of the finite-volume The advantage of this technique is that the computational
(l=e,w,n,s,h,l) work rises only linearely with the dimensionality of the

E(t,) mixing term pdf (Pope (1981)). In addition, no modelling is required
k turbulence kinetic energy to treat the chemical source term for reacting flows.
N number of stochastic elements

at each grid point Contrary to simple test cases there is limited experience
Np number of grid points with the performance and the application of Monte Carlo
p(_) joint pdf of 0 methods for calculations of three-dimensional complex re-
h enthalpy circulating flows. A drawback, for instant, is the large
Pr Prandtl number storage requirement if three-dimensional elliptic flows are
Sc Schmidt number considered and one has to ask for the influences of prac-
T temperature tical storage limitations. An other problem is associated
i time with the use of the upwind scheme to derive the finite dif-
Ui velocity in zi direction ference equations for the Monte Carlo simulation. It is
u, v, w velocity components well known that this scheme suffers from numerical diffu-
zi spatial coordinates (i = 1,2,3) sion (cfe. Noll (1991)). To apply higher order differencing
_z spatial vector schemes to a Monte Carlo simulation of the transport of

a joint pdf seems to be a formidable task.
greek symbols In this paper, a Monte-Carlo technique is outlined for the
r, turbulent diffusion coefficient simulation of the transport of a joint scalar pdf. Finite-
at time increment volume equations are derived for use of the Monte Carlo
AV finite-volume simulation and the simulation process itself is descibed.
6 Dirac-delta function An implementation of non-adiabatic boundary conditions
C rate of dissipation of k is given and some numerical problems are discussed for

constant of the wall function practical applications. Finally, numerical calculations are
A viscosity compared with an experimental test case.
p density
& dimensionality of i,-space 2. FINITE - VOLUME SCHEME

characteristic time
T. wall shear stress In this section a finite-volume difference scheme is out-

independent composition space lined for the transport equation of the Favre averaged
turbulence frequency joint scalar pdf. The differenial equation to start with is
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taken from Pope (1979) where a complete derivation and the transport by diffusion and convection into the finite-
description of this equation is given. Here, the transport volume
equation is written in the following form: AV =ArPAYPAZP (5)

which is located at the grid point P. The grid denotations

8 ((Zt~(~;zt) aand co-respondences used are illustrated in Fig. 1. The

05 , P k;0)+ 0 (K(, 0)P(Ok; K, 0iii (s, 0) coefficients of Eq. (4) are defined by:

_t (1)4,00 1; )S aw + [[0, -~~ A, (6.

r,- [[, ( i)J A (6b)

j5 (0; g, 0 is the Favre averaged joint pdf of the a acaar = A~ [0 ~~])An(c
with the independent scalar space given by 10 = 10, ... io. a.;,= + [[0, (i)I A. (6d)
... 0,. The first three terms of Eq. (1) represent the a kaye '
change of 0 in time and physical space whereas the last " +1101two terms on the right hand side describe the influence of aH = t- [O- (wAZ~D h (e

reactions and molecular mixing in scalar space. It is of pre- AP.I~ (e
dominant importance that the chemical source term ap- aL, = (E" [,A, 6f
pears in closed form, thus, it does not require any model Azi[~ ~)~)(/
assumptions. In this equation molecular diffusion is ne-
glected in comparison to turbulence exchange processes. and
In addition, for the simulation procedure equal diffusion ap = aEj + aw + aNv + as + aH + aL. (6g)
coefficients have to be assumed for all or scalar variables
of the joint pdf. where a central differenc and upwind scheme has been

used to describe the diffusion and convection flux, respec-
A mathematical description of the mixing process is not tively. The mathematical operator [[a, bl gives the maxi-
straight forward, however, a model proposed by Curl mum of a and b. Beside the turbulence frequency w and
(1963) proved to give qualitatively correct results and
is applicable to multi dimensional pdf's (cfe. Pope
(1979,1981,1982)). In addition, this mixing model can be
very effi iently applied to Monte Carlo techniques. Curl's
mode] yields: AX, X

(2) Vn
The rate of mixing is directly proportional to a turbu-n
lence frequency w. This frequency or time scale may beF
derived from the turbulent kinetic energy and its rate of U -

dissipation if the turbulent flow field calculation is based i WE
on a k,c-model. 1>

For the derivation of the finite-volume transport equa- K s
tion the time derivative in Eq. (1) is replaced by a first
order accurate foraward difference scheme in time YL

t a) (; , +At) P4,0 ) (3) IAz

iN

and subsequently the entire equation is integrated over V

a finite-volume AV. To performe the integration the
volume integrals related to convection and diffusion are F
changed to surface integrals by means of Gauss' theorem. W
Integration and rearrangement yield: L I P I H

j~pAt)+t) ( S
TP /p a

a _ _T

-At--&-. (S. () Op (t; t)) + A Ep (10;t) (4) z

with I = E, W, N,S, H,L. The coefficients al describe Fig. 1: Grid denotations.



the fixed time increment At Eq. (4) exhibits a third time comprise the a scalars of the problem under consider-

scale rp which is defined as: ation. The discrete representation of (;zt) may be

.e = P ( WAV (7) writtcu in the following form:

ap fp ( At)

This time scale may be interpreted as a characteristic res-
idence time associated with the finite-volume under con- 00') (h~) - 0(1), (i) ... ...

sideration. 2
- ) (.0At) (2), -(2) (2) (2)

It should be pointed out that Eq. (4) only tends to a (3
correct solution if the change of A in time is small, i.e. ) (")

) , "),"- "

0(t + At) -, P(t). This can be assured if At is very small P

or a steady state solution is seeked. ) - (N) (N)

To apply a Monte Carlo simulation to Eq. (4) it is advan-

tageous to rearrange this equation in terms of an operator
product. The result of the manipulation is shown in Eq. where the independent scalar space i, corresponds to 0.

(8): For a correct simulation it has to be assured that the

pp (V; t + At) = number N of stochastic elements is large enough such that
the ensemble average of any function Q(_) is sufficiently

(I + AtT) (I + AtS) (I + AtE) p (i; t) + 0 (At 2) (8) colse to the average based on the continuous pdf, i.e.

N
where I is the identity operator and T,S, and E repre- 1 Q (A(p) (AAt)) Q- (D pp L0 AAt) 40. (14)
sent finite-volume operators for spatial transport, reac- N -n=) J14)
tion, and mixing, respectively. The definitions of these
operators are as follows: The transport and the evolution of the discrete repre-

t , alpis (t; t) - ap~p (ik; t) sentation of p now proceeds according to the sequential

Tlp (1_; tt)-ap, (9) operations given by Eq. (12). The spatial transport
Tpap

I= E,W,N,S,H,L

SAp (0; t) = -- (SD p (±_;t)) (10) pp (l_;t + IAt) (I+ AtT) Pp (t; t)

Epp (±_;t)= Ep (±;t) . (11) = ( - At ) pp L At a, (0t)

The notation 0(At z ) in Eq. (8) means that the first term tp rp ap

neglected in the derivation is of order At 2 .
1 = E,W,N,S,H,L

The operator product may now be split in a sequence of
operations acting on according to the following scheme:

/ ~ is simulated by replacing na~ elements at *p(t) by ran-

p (±;t+ At =(I + AtT) Op (0; t) (12a) domly selected elements at 01(t). The selected element
\ 3 number nt, is the nearest integer to

fp(l;t+2At) (l+AtS)p ±;t+IAt (126) At at
3 ',=--N. (16)

o/ +a At) (I 2) p ap

3p ( j;t + A = (1+ AtE),p (j;t + SAt3 (12c) Itis evident from Eq. (15) that a necessary criterion for

stability is
The intermediate time steps do not represent a physical At (17)
state but rather aid as a tool to calculate the effects of Te
transport, reaction and mixing sequentially. The sequen- This criterion has to be fulfilled for all grid points at the

tial operator splitting is utilized for simulating the trans- same time. Thus, the maximum time increment choosen
port of p by a Monte Carlo technique. has to be less than the smallest rp in the calculation do-

3. MONTE CARLO SIMULATION main.

The fundamentals of the Monte Carlo simulation tech- The operations for reaction and mixing specified by Eqs.

nique used are described by Pope (1981) and the reader is (12b) and (12c) are identical to the formalism give by

refered to this publication for detailed information. How- Pope (1981). Their simulation is as follows. Reaction is

ever, some changes arise due to the finite-volume approach simulated by moving all stochastic elements according to

choosen here and by the definition of the spatial opera-

tor T which includes convection as well as diffusion fluxes dO(")
whereas Pope (1981) treats both transport processes sep- S( 2

arately. Therefore, the concept of the simulation is briefly d1

described in this section. in scalar space. The time increment of integration is At.
S is the source term of the scalar variable a, which, in

For the simulation process the density weighted joint pdf general, is a function of all a scalars. However, in this
at each grid point is represented by an ensemble of N paper only non- reacting flows are considered Thus, S.

stochastic elements, and the stochastic elements itself is zero for all scalarsa
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The continuous mixing model specified by Eq. (2) is real- where Np, N, and a are the number of grid points, num-
ized for the discrete representation of the pdf by selecting ber of stochastic elements of 4*, and its dimensionality,
pairs of elements from *p, say 0(-) and -n), and assign- respectively. For a combustor type flow the minimum of
ing these two elements their mean value: grid points is of the order of 104 and the number of scalars

may vary in the range of I to 5, depending what kind of

_") (t + At) - _)(t + At) reaction model is used. With these benchmarks the stor-
/p age requirement is of the order of 100 MBytes and more

= I (.)(,+ 2At +0) )t+ At . (19) which-as only processed by large computers in a justifiable
2 ( P 3 time. In addition practically no advantage can be taken

of present vector computors because of the recursive na-
The num ber of pairs nm selected is the nearest integer to ture of the simulatio po s

ture of the simulation process.

n !AtwN (20) For typical combustor type flow configurations as shown
2 in Fig. 2a the criterion of Eq. (23) may introduce severe

and the turbulence frequency w is defined by problems even if N is set to a relatively large value. The
configuration shown is that of an initially high velocity

w 2C#. (21) jet issueing into a main stream with moderate speed.

C# is an empirical constant and has been set to 1.79. k
and e are given by the turbulence model.

4. NUMERICAL ASPECTS

In this section some numerical aspects of the Monte Carlo
simulation are discussed. These are concerned with the
influence of computer storage limitations and non-equally
spaced grids.

Pope (1981) showed that the computational work for the
Monte Carlo simulation is proportional to the number of
stochastic elements, the dimensionality of the pdf, and
the time, i.e.

W cc Na.t. (22) V

An interesting feature of this eqation is that the work
is independent of the time increment At. Consequently, Fig. 2a: Jet in a cross flow.
one may choose a very small At to decrease nummerical
errors. However, there exists a dependency between the The allowable maximum time increment At in this con-
smallest allowable N and At which is deduced from Eq. figuration is governed by the smallest resident time rp
(16). This equation describes the spatial transport from which occurs close to the injection hole. This is because
neighbouring grid cells into the finite-volume around P. of the increased convective flux at the jet inlet (see Eq.
There will be only a transport if the number of shifted (7)). Thus, a limited region of the flow field calls for a
elements is greater than one. This implies: very small At. In the main stream reagion, where low ve-

locities prevail, the value of rp is much higher and Eq.
> 1 -t E,WN,S,H,L. (23) (23) , therefore, may no more be satisfied. In this regions

N > , EW , ,(ap the sclution is considered to be 'frozen' because no ele-

ments are shifted.
In addition one is interested to reduce the sampling error,
which indicates the difference between the left and right So far, only the influence of the time scales At and rp
hand side of Eq. (14). The sampling error causes distur- has been discussed and it is in question if the quotient
bances of the deterministic flow field calculations if the of the coefficients a, and ap in Eq. (23) behaves well.
density is a function #. Pope (1981) showed that the sam- To clear this question one considers a finite-volume grid

pling error is proportinal to N- 1 . Therefore, to reduce as shown in Fig. 2b. The characteristic of this grid is
the sampling error and to account for the criterion of Eq. that the spacing in y and z-direction is very corse in com-
(23) the element number N should be as large as possible parison to the spacing in z-direction, i.e. Ay > As and
but storage restrictions set a limit on N. Nguyen (1984) Az > Az. This situation leads to a large diffusion coeffu-
did extensive numerical tests with a boundary layer type cent rt/Az in Eq. (6) which may cause a dominance of
program for two dimensional parabolic flows to study the the coefficients in E, W-direction. The worst effect of this
influence of limited N on the accuracy of the simulation, dominance for a limited N is that there is only a diffu-
For this type of program it is only necessary to store 4 at sive exchange of stochastic elements in x-direction. The
two grid lines: the line where iteration is performed and transport in the remaining directions is frozen because
the preceeding one. Thus, the suggested value for N of Eq. (23) is not fulfilled for this directions.
the order of 10' does not require too much storage. In
case of three dimensional elliptic flow predictions 4 has It is concluded from this discussion that the large stor-
to be stored at all grid points to allow for iterations over age requirement for three-dimensional flow problems sets

the entire domaine. The storage requirement SR, given a limit on the number N of stochastic elements. By this
in MBytes, for this case is estimated by limitation one has to account for the criterion given by

Eq. (23) if there are large variations of rp in the flow
SR = Np - N • a .4 • 10- 6 (24) field and/or if the finite-volume cells are distort.



tity qb in scalar space where q. is defined as

ap p 1, 2, ... ' o"

and for example f_ is given by

+ ( Z )(ZEZP) 
-

CeW - --P) (XW Z-~ X

+ (Z.-X)('_P)(. - *P). (29)

Whenever this method is used one has to keep in mind
that statistical independency of the a scalars is assumed
and that due to this numerical procedure the variance is

Fig. 2b: Three dimensional grid, artificially increased by the order of q".

6. NON-ADIABATIC BOUNDARY CONDITIONS

5. HIGHER ORDER DIFFERENCING SCHEMES The implementation of boundary conditions for 1 is
straightforward if these are cyclic or if the gradients of

The derivation of the transport eqation for A has been the dependent variables normal to the boundaries vanish.
based on the upwind scheme to assure stability if the flow Problems arise if the value of a variable itself is prescibed
is dominated by convection. It is well known that this at the boundary. This situation is of practical interest
scheme suffers form numerical diffusion if the flow direc- whenever the energy equation is solved , i.e. one of the
tion is oblique relative to the grid. This problem, in gen- a scalars of 1 represents the specific enthalpy h, and the
eral, is of minor importance for parabolic or boundary wall temperature is given. In this case there will be a
layer flows. In case of recirculating flows there are al- temperature gradient which induces a specific wall heat
ways discretistation errors due to numerical diffusion to flux q,, and an efficient algorithm is needed to simulate
some extend and one has to check very carefully if this is this heat flux by a Monte Carlo technique.
exceptible. A differencing procedure free of numerical dif-
fusion is the QUICK scheme where the convective flux of The simulation of the heat flux takes advantage of wall
any variable through a finite-volume surface is based on functions to avoid very small grid node distances near the
three values; two of the values are located upateam and boundary. An extensive study of wall functions is given
one downstream of the surface under consideration. The for example by Scherer (1989) and the reader is referd to
QUICK scheme is implemented in the transport equa- this publication for more information. Here, the heat flux
tion by adding a correction factor Qp(,; t) to the spatial is described by (Pun and Spalding (1976)):
transport operator T in the following form: q,. -,./(.pi,)

---- POp (30)(hN - hp) I pp Pr, (1 + Pj V_(-pi4))
, =., a (€_; t) - app (; t) + Qp ( _; i)

Tp (; ) = ap , with the empirical function

(25)
E,W,N,S,H,L Pj = 9.0 (Pr (31)

with where r. is the wall shear stress which corresponds to the

grid point P, see Fig. 3, and Prt is the turbulent PrandtlQp ( ;t) A ilAlfI, I = e, w,n,s,h,l. (26) number.

and fi is the quadratic interpolation function, see Noll
(1986). For example f. is given by NW N NE

(W - zP)(ZW -8) (o. (10;) - (,; t))
+ (Z. - w) (Z. - zP) t PL;1)(7
(+ (, (#;t) - , ( )) (27)

if the flow direction is from W to E. The basic problem

is the occurance of differences of two pdf's as shown in
Eq. (27) whenever the modified operator T is applied to Fig. 3: Grid denotations for wall functions.
a Monte Carlo simulation. There is no efficient algorithm
known by the authors to solve this problem in the frame-
work of statistical methods.

An efficient implementation of Eq. (30) into the MonteIf one just likes to investigate the influence of numeri- Carlo simulation is given by changing the coefficients of
cal diffusion for a specific problem it may be sufficient to Eq. (6) which describe a boundary. Refering to the ex-
correct the means of the a scalars independently. This is ample of Fig. 3 the wall coefficient stN of Eq. (6c) is
done by shifting all stochastic elements O(" by the quan- substituted by



39-6

a - (-.Ifip) AN (32) iution Ar

Pr, (I + Pi Vr,./ (-ca,)

where AN is the wall area of the finite-volume. Com-
bination of the coefficient aN with Eq. (16) yields the
number of stochastic elements of *p that are substituted Main Flow
by elements of *N. The latter discrete pdf is predeter-
mined by the boundary conditions. It is interesting to
note that the number of transfered elements is indepen-
dent of the difference hN - hp. This difference is buried
in the changed values of the substituted elements. Hence, y
the heat flux simulated by this process is given by a com-
bination of the number of transfered elements and the Pitot-
change in the values of the substituted elements. The Probe

advantage of this implementation is that there is only a
modification of the wall coefficients needed to account for 5-Hole-Probe
non-adiabatic boundary conditions.

7. COMPUTER CODE EPOS

The Monte Carlo process outlined to simulate the trans- Fig. 4a: Test section.
port of a joint scalar pdf is incorporated in the finite-
volume computer code EPOS (Elliptic Package On Shear
flow), which has been previously described by Elbahar
(1982), Elbahar et al. (1986), Noll (1986), and Noll et
al. (1987). The code has been developed at the Insti-
tut fur Thermische Str6mungsmaschinen (ITS), Univer-
sity of Karlsruhe, and is capable of solving stationary
three-dimensional turbulent elliptic flow problems includ-
ing chemical reactions. In the present work, EPOS incor-
porates the standard version of the k, e-model.

The seven dependent variables, relevant to the problem
under consideration, are calculated in the following con-
secutive order: velocitiy components, pressure, k, i, and
P. For solution the program permananently changes be- Mid Plane
tween iterating over the first five variables and the Monte
Carlo simulation to solve for P. Iteration is stoped when- Central Plane

ever the maximum residuum of the finite-volume equa-
tions fails below a certain value r,.,,. In case of Eq. (4) the Fig. 4b: Calculation field.
residuum has been defined for the mean of the a scalars
in stationary non-reacting flows by

Sai. - apIo =r. !_rf , I= E, W, N, S, H, L. The number of grid points used are 10 x 30 x 33 in z-,y,-
and z-direction, respectively. For the Monte Carlo sim-

(33) ulation of the energy equation a constant specific heat
capacity c. is assumed and the discrete pdf of the en-
thalpy h is represented by N = 150 stochastic elements,

8. TEST CASE which is at the lower limit. The pdf's at the main inlet
and the jet holes are characterized by a delta impuls.

The test case considered is a non-isothermal jet-mixing
flow. The experimental setup for this flow configuration, For solution alternately 50 sweeps over the entire domaine
ilustrated in Fig. 4a, and the experimental results pre- are perforemed to solve for the first five variables and to
sented here have been previously described by Wittig et solve for / by the Monte Carlo simulation, respectively,
al. (1984) and Noll (1986). until a converged solution is achiefed. The storage re-

quirement for this simple test case is 10 MByte and the
The main feature of the configuration are the two oppo- CPU time for one sweep over the entire flow field for the
site rows of cold jets penetrating the hot main flow under first five variables is approximately 1 second whereas a
atmospheric pressure. The jet diameter D, is 8 mm, the sweep for the Monte Carlo simulation needs 15 seconds.
spacing a between two jets is 20 mm, and the height of Thus, 93% of the time is spent for the pdf simulation
the channel H is 100 mm. The temperature T2 of 308 K process. This times are measured on a vector computer
is constant for all jets. The jet inlet velocities at the top VP400-EX. As previously mentioned, the increasd corn-
and bottom are slightly different. At the top the jet ye- puter time for the simulation is basically due to the re-
locity vjT is 75.6 m/s and at the bottom vjB is 75.0 m/s. cursive nature of the Monte Carlo process which restricts
The inlet velocity ws of the main flow is 13.7 m/s and the vectorisation. A converged solution needs approximately
mean inlet air temperature To is 460.0 K. four hours.

Because of symmetry the finite-volume grid expands only The quality of the Monte Carlo simulation is not only
between the central and mid plane as shown in Fig. 4b. judged by the agreement of the numerical results with the



experimental data but also by comparison of the simula-
tion with deterministic solutions of the energy equation 1 )
as commonly applied. In detail, the following six calcula- I

tion models are considered. ,____ _

1st model: The Favre averaged energy equation is solved , 0

deterministicly with the upwind scheme. -

2nd model: The transport equation of the pdf of h is >. 7
solved by the Monte Carlo method with the upwind . -

scheme. The mean temperature and density are calcu- . o
lated by means of the density weighted pdf: 0.25 - - 1

dt] (34) 0
1.2 1.28 1.36 1.44, 1.52 1.6

T /f T() ' dV,. (35) T/Tj

Fig. 6: Temperature profiles at z/s = 0 and z/H 0.4.
where the independent scalar space 0 is one-dimensional Symbols same as Fig. 5.
and represents the enthalpy.

3rd model: The transport equation of the pdf of h is
solved by the Monte Carlo method with the upwind
scheme but the mean temperature and enthalpy are cal-
culated by means of K:0

" =~~ p -(36) 0.75 e\ -

T n = T (37) :-
\ 0.5.

with

Th models4,5 d. (38)

The models 4, 5, and 6 correspond to the first three mod- 2
els but the QUICK scheme is used instead of the upwind
scheme. As already mentioned, the first model has been 0

choosen as a reference to conventional prediction men- O--1

thods. The third model has been selected because the 1.2 128 1.36 1.41 1.52 1.6

results are independent of the shape of the pdf. There- T/Tj
fore, the predictions obtained with this model should be

identical with the first one if the transport of 0 is simu- Fig. 7: Temperature profiles of models 1 to 3 at /s =0
lated correctly by the Monte Carlo method. For all model and z/H = 1.4.
calculations the QUICK scheme was employed for the dis- Symbols same as Fig. 5.
cretisation of the momentum equations.

Typical results presented here are taken from two down
stream locations relative to the jet inlets in the central
plane; see the coordinate systeme indicated in Fig. 4b. I
The velocity profiles shown in Fig. 5 at this locations are 0

practically identical for all models. This indicates that,0
the density, which couples the energy and the momen- 0.75 - L 0

tum equation, is equally well predicted. In general, the I (D

calculated velocities agree very well with the experiment. I
However, some differences occur near the wals for v and T
w at z/H = 0.4. These may be due to the QUICK scheme >, 0.5 - -

used to solve the momentum equation.

The temperature profiles at z/H = 0.4 are schown in 0.25 ------ $

Fig. 6. There is a distinct difference between the group, [
of the first three models based on the upwind scheme and 0

the second group based on the QUICK scheme. As ex-
pected the upwind scheme yields a more leveled profile 0 1 1
due to numerical diffusion in this regoin. Further down- 1.2 128 1.36 4 , .52 16
stream the flow is nearly parallel and by this the QUICK T/Tj
scheme does not improve the solution any more as shown
in Fig. 7 and 8. Comparison with the experimental data Fig. 8: Temperature profiles of models 4 to 6 at i/s = 0
indicate that the predicted heat exchange in y-direction and z/tt = 1.4.
is slightly too low. Symbols same as Fig. 5.
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The calculated temperature distributions for each group 10. REFERENCES
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port simulated by the Monte Carlo technique is the same Curl, R.L. (1963): Dispersed phase mixing. American
as for deterministic approaches as required. The fact that Institute of Chemical Engineers, Vol. 9, No. 2, pp.
the results of the models 2 and 3 are very close together 175-181
is caused by the flow considered. Due to the high tur-
bulence level, induced by the interaction of the jets with Elbahar, 0. (1982): Zum Einflufl von Kiihlluftstrahlen
the main flow, there is an intense mixig which decreases uO Mischzonengeometrie auf die Temperaturprofilen-
the variance of h rapidly. By this effect the results of twicklung in Gasturbinen- Brennkammern. Disserta-
model 2 has to approa.h the results of model 3. The tion Universitit Karlsruhe
same holds true if the QUICK scheme is applied to cor-
rect the mean although this method increases the vari- Elbahar, 0., Noll, B., Wittig, S. (1986): Investigation
ance. Finaly, Fig. 9 shows a comparison of a pdf deter- of the flow-field and temperature profiles in gas tur-
mined by the Monte Carlo method and a pdf calculated bine combustors: the results of three finite difference
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Fig. 9: Pdf of normalized enthalpy at z/s - 0, z/H = 0.4
and V/H = 0.4. f is defined by: Pope, S.B. (1982): An improved turbulent mixing model.
f = (h - hj)/(ho - hi). Combustion Science and Technology, Vol. 28, pp. 131-

Monte Carlo method model 2 135
----- Beta-function based on transport

equations of the first two moments Wittig, S., Elbahar, 0., Noll, B. (1984): Temperature
profile development in turbulent mixing of coolant jets
with a confined hot crossflow. Journal of Engineering

9. CONCLUSIONS for Gas-Turbines and Power, Vol. 106, pp. 193-197

A finite-volume equation for the transport of a joint scalar
pdf has been outlined. It has been shown that the com-
puter storage requirements are verly large whenever three-
dimensional elliptic flow problems are considered. This is
caused by the necessity to store the discrete pdf at all grid
points. It has been shown that the number of stochastic
elements can not be decreased arbitrarily to save storage
if there are large variations of the characteristic residence
time Tp in the flow field. An analysis of the influence of
destort grids showed that large variations in the spatial di-
rections of the finite-volume cells hinder convergence. The
simulation of three-dimension non-isothermal jet-mixing
flow showed that the algorithm gives quantitatively cor-
rect results. However, the differences between the temper-
ature predictions caused by numerical diffusion indicate
the need for an efficient simulation scheme that is free of
numerical diffusion but also applicable to joint pdf's.
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Discussion

L. DELUCA, POLITECNICO DI MILANO, ITALY
Can you compute the distribution of heat release rates? For which specific kinetic scheme?

AUTHOR'S REPLY
In general it is possible to compute the mean heat release rate because no restrictions are

imposed by theory on the dimension of the pdf. By this, more detailed kinetic schemes can be
applied. For the combustion of hydrocarbons, reaction schemes including one passive and three
reactive scalars have been used in connection with this Monte Carlo method.
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THE COHERENT FLAMELET MODEL
FOR PROPULSION APPLICATIONS

D. Veynante, F. Lacas, P. Boudier*, B. Dillies,
J. M. Samaniego, T. Poinsot and S. Candel

E.M2.C. Laboratory, CNRS. Ecole Centrale Paris
92295 Chatenay-Malabry Cedex, FRANCE

'and IFP. Rueil Malmaison. FRANCE 92-16098

This article reports our recent progress in the modeling of turbulent combustion for oropulsion applications. The description
of the reactive flow relies on the flamelet concept and uses a transport equation for the flame surface density. The coherent
flamelet description which has evolved from a series of numerical and experimental studies is first reviewed and its recent
improvements are explained. We then focus on the premixed version of the model. Two applications of relevance to
aeronautical propulsion are then described. The first concerns a flame stabilized by a hot stream ofcombustion products.
The second deals with a ramjet configuration comprising two lateral injection jets. In both cases the model predictions
are compared with experiments. It is shown that the model provides viable representations of these two cases.

Cet article d6crit les progr~s que nous avons accomplis r6cernment dans la mod61isation de la combustion turbulente pour
les applications la propulsion. La reprdsentation de l'6coulement rdactif est bas~e sur le concept de flammelette et utilise
une 6quation de bilan pour la densit6 de surface de flamme. Le modale de flarnme cohnrente ddvelopp6 i partir d'une
srie d'6tudes num&riques ct exptrimentales est d'abord briivement revu et les ameliorations ricentes sont expliqu6es. On
considre ensuite la versir . pr6mdlang~e du modle. Deux applications interessant la propulsion aeronautique sont ensuite

prisent6es. La prerniere concerne une flamme stabilis~e par un 6coulement de gaz chauds r~sultant de la combustion d'un
prim6lange d'air et de m~thane. La seconde configuration est de type stato-r~acteur et elle comprend deux entrees d'air
lat~rales alimentizs par un pr6mdlange d' air et de propane. Dans les deux cas. le modile donne une description convenable
de l'F&oulement.

1. INTRODUCTION

Turbulent combustion is a central problem in the design and development of propulsion systems. Some progress has
been accomplished in this field and applications have been rapidly conducted in various configurations (jet-engine main
combustors, afterburners, ramjets, liquid rocket motors). A variety of models has been used to perfom calculations in
simple and more complex situations. The theoretical basis of turbulent combustion modeling is reviewed in many books
and papers (see for example Libby and Williams 1980 and Williams 1985 for basic presentations and Correa and Shyy 1987
for a recent survey of computational models of continuous turbulent combustion, Candel et al. 1990a and b for reviews of
flamelet models). Classical models have usually been founded on stochastic descriptions. In general the determination of
the local average reaction rates has involved a probability density function. While this pdf is often presumed. it may be

also be determined as a solution of an evolution equation (see Borghi 1988 and Pope 1990 for reviews). This last approach
is attractive because it relies on a framework of stochastic techniques but it is not very practical especially if complex
chemistry is to be considered. In addition the exact evolution equation is always replaced by a modeled equation which
requires a set of closure assumptions. This approach has been most notably developed by Borghi (1988) and Pope 1990 .
An important drawback of pdf models is that they do not distinguish the fluctuations existing in a turbulent flow in terms
of their scale. As a consequence large, intermediate or small scale eddies are treated indifferently while their effects on the
flame are not comparable.

Alternative descriptions of turbulent combustion have relied on flamelet concepts. A variety of physical models use this
idea and treat the reactive field as a collection of flame elements propagating in the turbulent flow (Carrier et al. 1975.
Williams 1975. Marble and Broadwell 1977. 1979. Clavin and Williams 1982, Peters 1984. 1986. Spalding 1978, Bray et al.
1984, Bray 1987). The flamelet idea is represented schematically in Fig.1 in the case of premixed turbulent combustioi.
The instantaneous flame is constituted by localized reactive sheets. According to certain authors the flame sheet should

remain uninterrupted and the local instantaneous structure of the flow should be exactly that of a laminar flame. An
extended view of the concept allows for discontinuities in the flame sheet and it is then assuned that the reactive sheets

are distributed in the flowfield and that their structure may be identified and analysed separately. Using the flanuelet

concept it is possible to uncouple complex chemistry arid molecular transport problems from the ana'.vsis of the turbulent
flow field. In certain cases a simplified model for the reactive laminar sheets is utilized while in others a more elaborate

flamelet library is first constructed yielding specific properties such as the coisumption rates per unit flame area. ignition
and extinction conditions that are required in the computation of the turbulent flow field.
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Turbulent premixed flame

Fresh reactants

'"F lame

Coherent flame surface

+ Figure 1. Flamelet concept for premixed combus-
Laminar preaired sained flame tion.

The domain of application of flamelet models is still not well defined at this time (but this is also the case for other
models). This aspect is a subject of discussion but it is generally agreed that the concept is applicable in the range of large
Damkohler numbers and for characteristic turbulent scales much larger than a typical flame thickness. These conditions
are satisfied in many practical situations and the flarnelet regime probably exists in many cases and at least in certain
ranges of operation of IC engines and continuous flow aircraft combustors, ramjets and rocket motors. The limits of the
flamelet regime have been defined up to now on purely intuitive grounds (Barrere 1974, Borghi 1985, Williams 1985, Peters
1986) but new results have become available from direct numerical simulations and a revision of current criteria and beliefs
is required (see Poinsot et al. 1990 a and b for an analysis of quenching and combustion regimes in turbulent prenixed
reactive flows). While the question of applicability is still not settled recent evidence indicates that the flamelet concept
may be used over a domain which is wider than previously thought. It is then reasonable to leave this issue and evaluate
the flamelet models in specific situations by comparing their predictions with experimental results.
At this point it is important to note that flamelet descriptions are far from being unique. They have in common the
following ingredients : (1) A laminar flamelet submodel (or submodels) providing the local structure and properties of the
reactive elements. (2) A description of the turbulent flow comprising mass average equations describing the mean flow
variables and the main species mass fractions and relevant closure equations. (3) A rule or a set of rules which couple the
flamelet submodels to the turbulent flow description. (4) Additional submodels accounting for chemical reactions taking
place outside the flamelets.
The specification of these elements is however flexible and many alternative ways have been explored. Reviews due to
Peters (1984, 1986) and Bray (1987) describe some of the possibilities but they are incomplete and do not make reference
to models based on the flame surface density concept. An initial application of this idea isdeveloped in Candel et
al. 1982 and further progress along this line is reported in in Darabiha (1984) Darabiha et al. (1987a and b), Maistret et
al. (1989) and Candel et al. (1990a and b) and it is further illustrated in the present article.
In certain flamelet models a probability density function is used to couple the local analysis to the flow description. This
method devised by Liew et al (1984) and Peters (1984) to treat turbulent diffusion flames requires that at a given point
in space the instantaneous structure of the turbulent flame will be that of a laminar reactive sheet.The individual reactive
elements belong to a family and are described in terms of a reactant composition (the mixture fraction) and the strain
rate (or the scalar dissipation) that is imposed to the flame sheet by the flow field. It is then assumed that there is a
unique definition between a scalar quantity 0 and the normalised conserved scalar : o = o( , Xt). In this expression Xst
designates the scalar dissipation at the stoichiometric point. This quantity has dimensions of s- 1 and it. may be related
to the strain rate. The couple (4. X.,) may be treated as a random variable having a joint pdf and this function must be
presumed or calculated. One usually assumes that the conserved scalar and the scalar dssipation are independent stochastic
variables so that the joint pdf may be written as a product: P( , X..) = P,( )P2 ( ) The shape of the conserved scalar
pdf P, is presumed and its coefficients are determined from the moments of the conserved scalar. The scalar dssipation pdf
P2 is taken as a log-normal distribution and its coefficients are determined from the moments of which are themselves
related to the other moments of the turbulent variables.
Other models use the flamelet passage frequency to evaluate the mean reaction terms (see Bray 1987 for a survey of this
method). The reaction rate is first written as the product of the the flamelet crossing frequency by the mean reaction rate
per flame crossing. A statistical analysis of the flamelet crossing freqt'encv then leads to the following expression for the
mean reaction term

g (1 - F) ,RS- 0( 1g-- T-l7#tL(1)

where 9 is a constant of order 1. Z is the Reynolds mean of a reaction progress variable. L, is an integral scale of the
wrinkled flame, aV, is a geometrical factor. S. is the burning velocity of a freely propagating laminar flame and 4) is an
integral over the strain rate
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where P(a) is the probability density of the strain rate a. W(a) is the consumption rate per unit area of strained flame
and W(O) is the consumption rate per unit area of an unstrained flame. The mean consumption rate has the final form

L. Ja 1 )[

Still other flamelet models relie on a balance equation for the flane area. This equation describes the transport of the
mean reactive surface by the turbulent flow field and the physical mechanisms which produce and destroy this quantity.
While descriptions of turbulent combustion in terms of flame area may be found in the early literature its use in the
form of a transported quantity was originally developed by Marble and his co-workers in an analysis of non-p-eniixed
combustion (Carrier, Fendell and Marble 1975. Marble and Broadwell 1977, 1979). It is suggested in these studies that
turbulent combustion of unmixed reactants is controlled in the early stages by a competition between straining of the flame
elements and mutual annihilation of the flame area due to mutual destruction of neighbouring flame sheets. The Coherent
Flame Model identifies important physical mechanisms of turbulent combustion such as the production of flame area by
stretching, its destruction by flame shortening and the centralinfluence of the strain rate acting on the local flamelets (Fig.
2). Because these aspects are important in the large scale coherent motions found in shear flows (as those made evident
in the classical study of Brown and Roshko 1974), the model accounts in some sense for the presence of these organized
fluctuations.
Our own effort has been to extend the coherent flame description to premixed flow configurations (Candel et al. 1982.
Darabiha 1984, Darabiha et al. 19 87a and b, Maistret et al. 1989, Candel et al. 1990a and b) and to explore its potential

Flame element at time tHot stream

Flame element at time
(a) t+At

Interacting flame Combustion products

(C) Local flamelet model

Figure 2. Basic mechanisms of turbulent premixed combustion, (a) Flame surface generation by the rates of strain. (b)
Flame surface destruction by mutual interactions of adjacent reactive sheets. (c) Local flamelet structure.

in non-premixed situations (Veynante et al. 1987, Lacas et al. 1987). A new description which accounts for premixed
and non-premixed flamelets was recently presented (Veynante et al. 1989a). The case of propagating turbulent fronts is
treated in separate papers (Lacas et al. 1989, Veynante et al. 1989b). Non-uniformly premixed flames are considered
by Veynante et al. (1989c). Application to the analysis of combustion in cryogenic rocket motors is developed in Lacas
(1989). Comparisons between calculations and experiments have also been conducted systematically in the case of a flame
stabilized on a V gutter and the results obtained are discussed in our previous papers (for example Darbiha et al. 19S7a
or Maistret et al. 1989).

In this article we will examine two other configurations which have ftmdanental and practical interest. The first iN a
classical experiment on a premixed flame stabilized by a stream of hot products (Moreau 1977. 1981. Moreau and Boutier
1977. Magre et al. 1985). In this situation we will directly compare calculated and measured profiles of temperature and
main species.
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In the second case we consider a side dump combustor simulating a W'pical ramjet motor. The experimental device is two-
dimensional and allows direct optical access. The comparison will be carried in this geometry between the the predicted
distribution of mean heat release rate and the observed distribution of this quantity as obtained from images from free
radical light emission. While the comparison is not exactly quantitative it still provides clues on the validity of the model
in a geometry which is not studied extensively in the technical literature but which is of pratical interest. At this point
it is worth indicating why such a comparison is worthwile. Examininig the available experimental data ( see Libby et al.
1986 for a review of premixed turbulent flame experiments ) one finds that measurements of temperature. velocity or
concentration profiles are usually emphasized. Little information ig-reported on the source terms. Now there are good
reasons which justify an experimental determination of these terms. First, it is found that the spatial distributions of the
mean heat release are influenced by the equivalence ratio and the flow velocity. Observation of the heat release rates will
thus provide a unique view of the interaction between the chemical kinetics and the flow turbulence. Second the data
also allow a direct evaluation of the theoretical expressions used to model the mean consumption rates appearing in the
averaged balance equations. Of course we are also perfectly aware that standard measurements of the flow variables and
of their fluctuations are also valuable but it is clear that much can be learnt from a less standard type of analysis. The
detailed examination of the mean source term differs from the more common tests performed in the literature on velocity.
temperature and mass fraction profiles all of which are only indirectly related to the modeled reaction rates. Because the
flow variables are obtained by integrating the dynamic equations they are less sensitive to the modeling assumptions and
do not allow a direct assessment of the combustion models. It is a fact that reasonable mean flow profiles may be obtained
with the simplest assumptions and hence it is then difficult to see if the model is adequate.

If one wishes to describe the effects of finite rate chemistry and turbulence on the structure of the flame it is clear that the
mean source terms should be examined and precisely represented. With this goal in mind a large set of experiments has
been carried to measure the distribution of light emission from C2 and CH radicals in the side-dump ramjet configuration.
The spatial distributions of the radiated light may be interpreted as giving a qualitative mapping of the local mean heat
release in the turbulent flame. Because finite-rate chemistry effects are quite pronounced the modeling of the flow is a
challenging problem. Indeed standard "fast" chemistry models are unable to reproduce the trends observed. Improved
descriptions are needed which account explicitly for the interaction between the chemical kinetics and the flow.
We begin with a rapid survey of the basic elements of the coherent flamelet model and with a review of recent progress in
the modeling (Section 2). Experiments and calculations are then compared in Section 3 in the case of a flame stabilized
by a hot stream. The lateral injection combustor is treated in Section 4.

2. REVIEW OF COHERENT FLAMELET MODEL

In this section we will briefly present the basic elements of the coherent flame model. Further details may be found
in previous articles (for example Candel et a. 1990a and b).Consider again the configuration shown in Figure 1. A
representation which describes this situation and leads to a detailed balance of the flame elements is provided by the
Coherent Flame Model. One assumes in this model that the flame elements are convected and distorted by the turbulent
motion but but keep an identifiable structure. In this sense, the flamelets remain "coherent" (i.e. "organized"). This is so
if the thickness of the reactive sheet 6, is sufficiently small when compared to the typical scales It of the energy containing
turbulent motion. Some authors believe that 6, should be less than all the scales existing in the turbulent flow i.e. that
it should be smaller than the Kolmogorov scale. However recent numerical simulations (Poinsot et al. 1990) indicate that
there exists a cut-off scale in each turbulent flow so that fluctuations which have a size smaller than this scale are unable
to interact with the flame. As a consequence the flame thickness could certainly exceed the Kolmogorov scale and the flow
would still be in the flamelet regime.
While a definitive annswer to this question is not yet available we now consider that the combustion regime is of the
flamelet type and examine the processes which govern the combustion mechanism. To fix the ideas it is worth using the
idealized sketch of a reactive shear layer separating a fresh mixture and hot combustion products as shown in Figure 2
• A flame element placed in the flowfield is mainly affected by the local strain rate which acts in the plane of the flame.
modifies its structure and changes the local reaction rate. As a consequence, the local consumption rate per unit of flame
area may be obtained from an analysis of strained laminar premixed. The simplest geometry allowing this analysis is
shown in Figure 2-c. This geometry adopted in many studies allows detailed calculations of the consumption rates per
unit flame surface (for example Darabiha et al. 1988, Djavdan et al. 1990).
The strain rate imposed by the turbulent motion has also the effect of increasing the available reactive area. This production
process is balanced by various destruction mechanisms such as flame shortening (mutual annihilation of adjacent flamelets
by consumption of one of the reactant, Figure 2-b) or flame quenching (due, for example, to an excessively large strain
rate). This mechanism is well illustrated by a generic problem devised by Marble (1985) and Karagozian and Marble
(1986). One considers an initially plane flame interacting with a vortex. The flame is wound up by the flow field and flame
area is created by the local strain rates acting on the flame sheet. The local production of surface is actually proportional
to the strain component acting in the plane tangent to the flame. The reactive elements formed near the vortex core
interact and the intervening fuel or oxidizer is rapidly consumed giving place to a burnt core of products and in this
region the flame surface disappears. This process is well illustrated by calculations performed by Laverdant and Candel
in non-premixed and premixed situations (1988 and 1989).
rhe previous considerations indicate that the mean consumption rate of a species i per unit volume at a point of the

flow. U",, may be determined as the product of the mean flame surface density at that point ti.e. the flame surface per
unit of volume), ff. by the consumption rate per unit of flame area. I'o,, obtained from the analysis of local strained
laminar flamelets : TV = pVD.EfI. In its simplest form, the coherent flame description of turbulent reactive flows combines
the three following elements : (1) A model for the turbulent flow comprising a standard set of Reynolds or mass average
dynamic equations and a turbulence closure model ( 2) A local model for the laminar strained flame elements providing
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the consumption rates per unit flame area. Complex molecular transport and detailed chemistry may be incorporated into
this model which is essentially decoupled from the turbulent flow calculation (3) A balance equation for the flame surface
density accounting for transport, diffusion, production and destruction of flame area. A schematic representaion of the
model is given in Figure 3.
One originality of this description lies in the use of the flame surface density to relate the local flamelet analysis to the
global turbulent flow field calculation. This equation takes into account transport, diffusion, production and destruction of
flame area and has the general form : {transport} = {turbulent diffusion) + {production} - {destructzon}. A balance
equation of this type is proposed by Marble and Broadwell (1977) tbdescribe the evolution of the flame surface density
in the case of a turbulent diffusion flame. While the balance equation for the flame surface was initially devised on tile
basis of some intuitive arguments it may be derived from basic principles (see for example Candel and Poinsot 1990).
Considering a non-premixed flame involving a global reaction between the two main species F and 0 the balance of flame
surface may be written :

-- + - - ] + E'ff - (D + -O-) E (4)

where E designates the flame surface density, D is a turbulent diffusion coefficient, VDO and VDF are the volume rates
of consumption of oxidizer and fuel per unit flame area and Xo and XF are the oxidizer and fuel mole fractions. The

Chemical kinetics JMuldcomponent
transport+ )v: I

Flamelet model

dynamic equations
species conservation equations

Fkanekt library

l Local consumption
Srates

,toa-Balance of flame surface drensity
Ignition and
extinction Local strain rate.
prlerties Local strain rates Consumption rates equivalence ratio...

seesconservattion equati ons
Cflure rules

Figure 3. General organization of the coherent flamelet model.

production term describes the increase of flame area due to the local strain rate es whereas the destruction term only takes
into account the flame shortening mechanism due to mutual interaction of adjacent flame elements. The local strain rate
plays an important role in this flamelet model and must be derived from known variables characterizing the turbulent flow
(turbulent kinetic energy, dissipation, typical turbulent length scale. ...). In the case of a two dimensional mixing layer
such as that shown in Figure 2 an estimate of the local strain rate Es may be deduced fromed the transverse gradient of
the mean axial velocity :

fs = a IOh/l

This expression is applicable in simple flows like shear layers but it is not adequate in more complex situations where the
strain rate may be evaluated in terms of the turbulent kinetic energy and dissipation.

Balance equation for the flame surface density in premixed configurations

The balance equation for the flame area plays a key role in this model. This equation describes the competition between
the various processes which create or destroy flame area. It may be derived from first principles but some additional
closure assumptions are also required. In the basic Coherent Flame Model the balance equation relating the local anld
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global description levels was written for the flame area per unit volune designated as ., .Now. our recent applications to
reactive flows with nonsteady changes of the mean pressure as found for example in studies of internal combustion engines

indicate that a slightly different quantity is more adequate. In fact the flame area per unit mass S1 arises quite naturally
in the derivation of an instantaneous balance of flame surface. The two quantities are of course related by .f = pSf. The

balance equation for the mean flame area per unit mass may be derived by adopting the same procedure as that used for

S1 (see Darabiha et al. 1987b), It is also possible to follow a different path and start from a general expression for the
flame stretch as shown by Candel and Poinsot (1990). In terms of the flame surface per unit mass, the following equation

may be derived:

O(P$/I) 4 V.pvSf = p(V- + 1q) : VV)l Sf - ,.V(PSLSI)

where v and q7 are two unit vectors in the tangent plane to the flame.

Introducing the strain rate tensor

s = n, O , (6)
2~ ax, Ox.

and using indices the previous expression becomes

(ps,)+ [P(Vk + SLnk)Ss= Pzv) + rl,1) S + p(SLV.n)Sf (7)

The effect of the strain rate acting in the plane of the flame and of flame curvature appear explicitely in this balance. The
combination of these two terms is known as the flame stretch (the fractional variation of flame surface element per unit
time). In the following development we will neglect the terms containing the flame speed SL and we use es to designate
the strain acting in the plane of the flame

es = (vv., + rhrb), (8)

These assumptions are adopted for simplicity but it is possible to write a more exact average equation including the flame
relative motion and the curvature terms. Introducing the mass average decomposition of the different variables appearing
in the balance equation for the flame surface one gets

At this point it is necessary to make use of closure assumptions. Adopting a gradient diffusion representation for the
turbulent flux term one may write:

-S. = 49S (10)
a. OX,,

The first two terms on the right hand side of equation (9) may be estimated as

pi-ss + es = ageSS (11)

where es is a mean strain rate. This term describes the augmentation of material surface by the rate of strain. This
expression of the production term differs slightly from that used in our previous work because we now consider the
flame surface per unit mass. These assumptions are sufficient to close the balance of mean flame surface per unit massS[.
However certain processes are not described by the previous equation. More specifically it is necessary to include a chemical
shortening term similar to that appearing in the balance equation for 'he flame surface densityS!. This destruction term
describing the process of flame shortening (the reduction of flame area by consumption of the reactants separating adjacent
flame sheets) may take different forms. For premixed flames, one may consider that the fractional rate of annihilation of
flame surface is proportional to the mass of fuel burnt per second and inversely proportional to the mass of fuel in the

control volume V:

where the heat release rate per unit flame area Q is obtained from the local flamelet calculations and (-Aho) designates

the heat release per unit mass of fuel. The annihilation term is then written as

_ O(_ah ) Sf(14)

(-AhomF

and the balance equation of flame surface per unit mass becomes

O(p) 4-(~)=0[sa~
(-A h-) i',
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Numerical simulations based on this equation as well as physical argirments also indicate that the production term describ-
ing the effect of the strain rate should be modified to take into account limiting mechanisms like extinction. Furthermore
the determination of the effective strain rate should take into account the scale of the turbulent eddies which are acting
on the flame surface. It is shown by Poinsot et al.(1990 a and b) that certain turbulent eddies are too small to interact
efficiently with the flame and hence do not participate to the produetion of flame area by strain. There is a cut-off scale
below which the turbulent fluctuations do not have a noticeable effect on the flame. It is also shown that quenching of the
flame may take place in a range intermediate turbulent scales. When this process takes place some of the turbulent eddies
(essentially the large scale eddies) participate to the production of Flne area by the strain they impose to the reactive
sheet while other turbulent scales have a contrary effect and tend to diminish the flame surface by quenching some portions
of the reaction sheets. The production of flame surface associated with the strain rate is less efficient as this quantity takes
large values. In a field of very high strain the process may even become completely ineffective and the strain may then only
contribute to the destruction of flame surface. T'ie analytical consequences of the study carried by Poinsot et al. (1990 a)
have not yet been fully exploited but it is nevertheless possible to write some simple models to account for these features.
One idea is to modify the production term if the strain rate becomes too large. This may be done in various ways. For
instance, one may consider a certain critical strain rate es, (which depends on the local conditions and is determined from

Y- ioo M

Fresh gases
CH4 + airT =600 K

V = 60 m/s

Burnt gasesT =2000 K X
V = 120 n/s Y-0

X-O X = 1300mm

Figure 4. Experimental geometry of a turbulent methane-air flame stabilized by a parallel flow of
burnt gases. (Experiment developed at ONERA by Moreau).

the local analysis or from direct simulations of the kind performed by Poinsot et al. 1990 a) and write the destruction
term as

-2op(es - fse) h (f s - ese) Sf

where h(z) is the Heavyside function h(z) = I if x > 0 and h(x) = 0 if x < 0. Another possibility is to multiply the
production term by a function representing the efficiency of the strain rate (close to 1 for low strain rates and close to
0 for high strain rates). The fonction Q/Q 0 (where Q is the heat release rate per unit flame area -obtained from the
local flamelet analysis- and Q0 is the value of Q for es = 0) adequately represents the influence of the strain rate. The
production term becomes

This expression is used in the calculations presented in this paper. The balance equation for S1 is finally written as

I+ Q3 (16)
The strain rate appearing in this equation may be evaluated from e.5 = C,c/k and the constants used in the model take
the following values : a L = 1. a = 10, 3 = 0.4 and C, = 0.17. It is probable that the final form of the balance equation for
the flame area will also differ from that presented in this paper and the values of the constants will have to be adjusted.
The consequences of some recent studies like those of Poinsot et ad. ( 1990 a and b ) are no being incorporated in the model
and many other ideas are being tested.

3. A TURBULENT PREMIXED FLAME STABILIZED IN A DUCT

The model is now tested in the case of a two dimensional high velocity turbulent premixed flame, stabilized by a parallel
flow of burnt gases. The experimental setup shown in Fig. 4 was designed by Moreau at ONERA (Moreaii 1977. "Nloreau
and Boutier 1977). The reaction of a premixed air-methane stream in a square duct (100 mm x 100 mm) is initiated and
stabilized in a mixing layer with a high velocity flow of hot gases produced by the stoichiometric burning of a secondary
stream of air and methane. The velocity and temperature are respectively 60 mis and 600 K for the fresh gases. 120 in s



40-8

0 Experimental results a Experimental results
190 - Numerical simulation 150 Nunerical simulation

7 ,140 .

170 
'130

ISO 120.
*0 • 110

1308
00Z 100> 

>
110 0@o 90

080

9070
0 0.02 0.04 0.06 0.08 0.1 0 0.02 0.04 0.06 0.08 0.1

Y-axis Y-axis

X=351 mm X=151 mm

Figure 5. Comparison between calculated velocity profiles and measurements by laser Doppler
anemometry (data from Moreau and Boutier 1977)
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Figure 6. Comparison between calculated temperature profiles and measurements obtained by
coherent antistokes Raman scattering (CARS). Experimental data presented by Magre et al. 1985.

and 2000 K for the burnt gases. The turbulence level of the premixed fresh stream was about 10 percent and could be
modified by introducing different sizes of grids in the upstream flow.
Numerical results are provided for an equivalence ratio of 0.8 where most experimental data are available. The calculations
are compared with velocity profiles from Laser Doppler Velocimetry measurements). temperature profiles from Coherent
Anti Stoke Raman Spectroscopy (CARS) and species mass fractions obtained with sampling probes and chromatography
analysis. The experimental data are taken from Moreau (1977). Moreau and Boutier (1977), Moreau (1981) and Magre
et al. (1985). Velocity profiles were measured for many sections all along the combustion chamber. Unfortunately, the
experimental tests could not last more than 30 s because the combustor walls were not cooled during the tin. The measured.
quantities are then only available for few sections of the flow. depending on the the kind of measurement (locations .r = 42
mm and x = 122 mm downstream from the splitter plate in the case of CARS measurements, locations r = 130 mm. x =
330 mm and x = 430 mm for chromatography analysis). Results of calculations are displayed in Fig. 3 to 7 together with
the available data. The agreement is fairly good, both for the flame location and for the angle of the flame with respect to
the mean flow. as may be seen in the velocity profiles (Fig. 5), temperature profiles (Pig. 6) and methane mass fractions
profiles (Fig. 7). The model used in the calculations incorporates the results of the ITNFS analysis of .leneveau and
Poinsot (1990) in the balance equation for the mean flame surface density. The general tlame stnicttre is made apparent
in Fig. S by plotting the calculated mean heat release source term. temperature and fuel mass fraction distribution.
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Figure 7. Comparison between calculated mass fraction profiles and experimental values determined
by gas phase chromatography. Data from Moreau (1977. 1981)
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Figure 8. Flame structure. The distributions of mean heat release source terms, temperature and

fuel mass fraction are plotted as iso-contours.

4. A MODEL RAMJET CONFIGURATION

Let us now consider experiments and calculations carried in a side dump two dimensional model of a ramjet combustor.

In this case we will compare spatial maps of light emission from free radicals and computed distributions of heat release

source terms.

Experimental configuration

Experiments are performed in a two-dimensional combustion chamber of constant cross-sectional area. A stream of air

and propane is injected through two opposed inlets located on the top and bottom walls of the combustion chamber

(fig. 9). the dimensions are reported in this figure . The top, bottom and rear walls of this chamber are made of an

insulating material. The device is also equipped with quartz side-wail windows allowing a maximurn optical access into the

combustion zone. The oulet is of the same cross-sectional area as the combustion chamber and acts as an acoustically open
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end. The burnt gases are evacuated from the room by a separated exhaust system, not connected with the combustor.
Ignition is triggered by a spark ignitor located in the rear wall of the combustion chamber. Four parameters determine the
operating conditions of this experimental set-up (two parameters for each inlet): the two inlet velocities of the air/propane
mixture, which range from 15 to 100 m/s and the two equivalence ratios (defined as $ = (mj/rmo)/(r/rh/o).), which
range from 0.00 to 2.00. The present results correspond to symmetric operating conditions: inlet velocities equal to 20
m/s and equivalence ratios equal to 0.85, for both inlets. The average Reynolds number of the flow in the inlets, based
on the inlet width (5mm), is about 5000. Imaging of the C2 free-radical emission distribution has been performed and
provides experimental information which is interpreted as mean rates of heat release and can be compared with numerical
calculations. Cz free-radicals are created in the reaction zones and have short lifetimes (Dibble, Long, and Masri 1986).
Consequently their natural chemiluminescence is a good indicator of the reaction zones. Images of the C 2 emission field
can qualitatively be interpreted as heat release rate fields, thus allowing comparison with the computed fields.

Imaging system

Images are acquired with a video PULNIX TM 440 CCD camera (422 x 579 pixels at CCIR video standard) equipped
with a C-mount BERTHIOT lens (20 mm focal length. f/1.5) and an interference filter at 516 nm (peak transmission
0.55 at 516 nm, bandwidth 8 nm). The camera was located at about I meter from the combustion chamber and oriented
perpendicularly to the quartz windows, thus integrating the C2 emission over the transverse dimension of the combustion
chamber. The output video signal was digitized with a PHOTON frame-grabber and the resulting digital images were
stored on a Macintosh I. The time exposure of each image is of 1/50 s. due to the video standard. Averaging of 10 images
is performed to minimize the effects of turbulent fluctuations.

Numerical method

The reacting flow inside the two-dimensional combustion chamber is computed using a finite volume method (Dupoirieux
and Scherrer 1985. Lacas 1989). Only the tipper half part of the different fields is computed (due to the symmetry of
the experimental operating conditions. A cartesian non-uniform grid of 19 x 41 cells is used. The boundary conditions
are shown in Fig. 10. An acoustic impedance was imposed in the exhaust section to evacuate every longitudinal acoustic
oscillation, thus achieving a faster convergence towards the steady-state solution.

At t = 0. the domain is filled with premixed air and propane with an equivalence ratio and temperature equal to those
imposed in the injection section. A linear increase of the variables imposed in the injection plane., ,ch as the niass
flow-rate, is performed until the nominal value is attained. These values are then kept constant. Igii lon is obtained by
imposing a flame surface density in a small number of computational cells during one time step.
The calculations were performed for an injection velocity of 20 m/s and an equivalence ratio of 0.85. About 20000 step,
were necessary to reach the convergence towards the steady-state solution.



40-11

(8 cells) /

Axis ofsymmetry 
Exhaustsy Section

Figure 10. Description of the boundary conditions.

Results

A typical C 2 emission image (Fig. 11 a) shows the presence of two distinct zones of high intensity separated by the
two impinging jets. These two main zones are distributed along the central axis of the combustion chamber and can be
interpreted as turbulent combustion zones. Also, on both sides of the two jets. one observes elongated regions of significant
intensity associated with the main combustion zones. They can be viewed as mixing layers where some laminar processes
are still predominant and where laminar combustion occurs. Significant C 2 emission is observed in the jet interaction
region. Finally, there is a dissymmetry of the C 2 emission pattern which may be due to slightly different values of the inlet
velocity or the equivalence ratio in the two inlets. Comparison with the computed heat release rate field (fig. 11 b) shows
that the CFM model is able to reproduce the general pattern of combustion inside the test section. The presence of two
main combustion zones is fairly well predicted, especially regarding the locations of the heat release rate maxima. Some
differences may be observed : extinction near the impingement region is not predicted and the interaction between the
mixing layers and the combustion processes is not well reproduced. A research effort is currently being pursued in order to
determine the origines of these discrepancies. Measurements of turbulence using LDV and comparison with computations
is being planned and the results will be presented in a future publication.

CFP model Injection Velocity - 20 n/s Equivalence Ratio - .BS

Experimental CH free-radical Emission Field

MW 3.SM440: ".W - I- , ? . .: .... 4

Computed Heat Release Rate Field (U/43)

Figure 11. Comparison between calculations and experiments for an injection velocity of 20 m/s
and an equivalence ratio 4 = 0.85. Top view : experimental CH free-radical emission field. Bottom
view : computed mean heat release field using the CFM model.
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6. CONCLUSION

It is shown in this article that flamelet models based on the concept of flame surface and making use of a transport equation
for the flame surface density provide a suitable description of turbulent reactive flows. Two cases of interest to propulsion
applications are considered as examples. In the first a flame is stabilized by a hot stream of products. In the second the
reaction takes place in a lateral injection model ramjet. In both cases the model predictions agree with experiments. While
these results are quite encouraging as those obtained in other configtuations treated previously, modifications of the model
are being devised to describe exzinction effects and to account for pollutant formation.
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Discussion

F. PITT, ONERA, FRANCE
Dans ce module, comment tenez vous compte des effets de richesse?

AUTHOR'S REPLY
Dans ce type de modile oz les calculs de cindtique chimique sont ddcoupl6s des calculs

d'airothermochimie, les effets de richesse interviennent au niveau du taix de ddgagement chaleur
par uniti de surface de flamme (Q dans les dquations). II faut cependant pouvoir disposer de
concentration en combustible dans les gaz frais. II est donc ndcessaire d'icrire une iquation de
bilan pour cette quantiti. Cette 6quation intervient surtout par ces valeurs aux frontiires, qui
peuvent subir d'importantes variations (cas de la zone primaire et du met d'air secondaire dans
une chambre de combustion de turboriacteur par exemple).

M. FORDE, UNIV. OF TRONDHEIM, NORWAY
1) How much does the model depend on the chemical reaction rates?
2) Have you done any variation of the parameters in order to see the sensitivity of your

model?

AUTHOR'S REPLY
1) In the case of common fuels and steady flows, we could observe only little dependence on

the chemistry of the reaction. But for unsteady flows, this effect is much more important. In
that case, we could observe some flames which were blown out in the case of propane as fuel,
while they were steady turbulent flames for hydrogen. So we were able to conclude that our
model is able to represent some chemistry effects on the flame. We have made a parametric
study of our model (regarding the parameters of the model itself and the effect of heat release
rate per unit flame area). These computations were made in the case of propagating turbulent
flames. See for instance LACAS et al. or FICHOT et al.
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Abstract rate equations.
In the following we present the governing

The hypersonic nonequilibrium flow of air equations for supersonic steady flow in chem-
through inlets of propulsion devices is investi- ical non-equilibrium and report on the numeri-
gated. The fluid dynamics is described by the cal method based upon a space marching tech-
Euler equations and a chemical model accounts nique. The approximation is founded on a fi-
for finite rate equations. The numerical proce- nite volume approach and the fluxes at the side
dure is based apon a space-marching technique, walls of the volumes are evaluated according to
under the hypothesis of fully developed super- a flux-difference splitting procedure, specif-
sonic flow. The conservative form of the Eu- ically conceived for steady supersonic flows. A
ler and finite-rate chemical equations are inte- second order of accuracy scheme is shown and
grated, following a finite volume discretization the treatment at the boundary (solid walls) is
and a flux-difference splitting procedure. The presented. Finally numerical results are re-
numerical scheme is of the second order accu- ported and discussed.
racy, with a proper TVD technique to avoid spu-
rious oscillations at flow discontinuities. Numer-
ical results are presented and discussed. 2. Equations

We consider the Euler equations for steady
1. Introduction flows and adopt the model proposed in [1] for the

chemical relaxation in the air. We take into ac-
The physics of hypersonic flows is rather count five species (0, N, NO, 0, N2 ) and seven-

complicated. Some of the fluid dynamics as- teen reactions. The thermodynamics is assumed
pects, such as shock waves and contact sur- to be frozen, with the vibrational energy corre-
faces, are described by the Euler equations. Ef- sponding to the half-excited mode. Such a hy-
fects related to viscosity and thermal conduc- pothesis is rather crude, but our attention in the
tivity and due to transport phenomena are ac- present investigation is focused on the chemical
counted by the additional terms of the Navier- relaxation. A more realistic description of non-

Stokes equations. Moreover, the large amount of equilibrium thermodynamics will be introduced

kinetic energy available in the hypersonic regime in the next future.
1 -omotes variations of thermodynamical char- We define p,, the partial density of the i-
4-teristics awd the generation of new chemical species:
species, even in pure air flows. Depending on the
scale of the physical problem, thermodynamics =
and chemistry can be approximated by equilib- where Y, and q, denote respectively the mass
rium conditions or have to be described as non- and molar concentrations and pi the molecular
equilibrium phenomena, according to additional mass.
differential equations. Owing to the conservation of the atomic

In this paper, we confine our attention to the species, we will consider the finite rate equations
interaction of the basic fluid dynamics, described only for three species. In particular, we look at
by the Euler equations, with the chemical non- the generation of 0, N, NO, (i = 1, 2, 3) and ob-
equilibrium, predicted on the basis of the finite tain the concentration of 02, N 2 , (i = 4, 5) by:
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Y4 = y w _ LT + , -Y3S
j vol

=A~( ±2 ) J3-'VpV.dSQ (1)

where the oo-values refer to the upstream f p
undisturbed air concentrations (YI, = Y2, pV(V -dS) + Lov pdS = 0

3Y ,= 0, Y4 , = 0.233, Y,, = 0.767).
The rates of the production of the species per o (p + e)V • dS = 0

unit volume are denoted hereafter by fP, and are
evaluated on the basis of formulas and constants
suggested in [1]. for i = 1, 3. Here e is the total internal energy by

Being R, = R//,u the elasticity constant of unit volume, V is the velocity vector, Vol, OVol,
the i-species, the specific heat at constant pres- and dS are the control volume, the whole surface
sure is given by: of the control volume .nd the surface elementary

element, respectively.
5 The first three equations (i = 1, 3) refer to

%, = 2, (for N, 0) the continuity the species 0, N, NO. The con-

/7 1) vective flux of the mass for each i-species over
c1 , = + R, (for NO, 02, N2 ) the surface OVol is balanced by the rate of pro-(2 2, duction Il in the volume Vol, being the diffusion

The additonal 1/2 for the molecules refers to of the i-species neglected. The fourth, fifth and
the approximation of the half-excited vibration, sixth equations represent the continuity of the

The air in the non-equilibrium evolution is mixture, the equilibrium of the forces and the
considered as a mixture of perfect gases. There- energy balance.
fore, the equation of state is given by:

S

= E RijYT 3. Finite Volume Approach
P

The finite volume approach is applied
where the density of the nixture is P = straightforward to the integral form of the gov-
=1 Pi- erning equations (1). For simrlicity, the two-
The enthalpy is defined as dimensional case is considered in the present

5 analysis. Only formal and not fundamental diffi-
h = hjo,. + EZcpYiT culties are added in the three-dimensional prob-

i=I lenil.

where hyo, represents the total heat of for- Let x and y be two space coordinates, n the
mation: unit vector of the control surface S, n.f and n.

the corresponding components of n, respectively.
hf, = E Yh? With reference to the Fig. 1 the governing equa-

S= 1 h tions (1) may be written as
i=1

and h' is the heat of formation of the i
species.

Finally it is convenient to introduce -y as the wn~dS+ fnsdS=/ g dVol (2)
frozen ratio of tile specific heats : vo Vol Vol

= 1 cr, Y, where

= Ri)Y,
Pin PIp

The frozen speed of sound is given by: P2U p2v

2 p pu ; f= pV

p + pu 2  puv
The governing equations are represented by puv p+ p

the laws of conservation written as: (p + e)u (p + e),,
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geftrating a discontinuity at the interface loca-
.."2 tion (N+ 1/2), as shown in Fig. 3. The collapse
.1 3  of this discontinuity generates three waves, two

g = 0 acoustic waves (III) and one contact surface
0 (II). On the basis of the two initial uniform re-
0 gions (a and b, corresponding to N and N + 1),
0 then"wo new uniform regions c and d are gener-

Here, u and v are the components of the ye- ated (see Figs. 4abd).

locity vector V along z and y , w, f and g are We proceed to the approximate solution of

the flux vectors in the directions x and y and this Riemann problem, according to the sugges-

the rate of production of the species vector, re- tions proposed in [2]. In addition, we make the

spectively. approximation of considering frozen the concen-

Now, let be the hyperbolic direction (the trations of the species after the collapse of the

flow is supersonic along it), so that it plays the discontinuity. Therefore, the initial concentra-

role of the marching direction. Hence, being the tions in regions a and b, given by the initial

flux values known at the abscissa z, we may de- data and generally different each other, remain

termine, using Eq. ( 2), the new values of the unchanged through the acoustic waves (1,III),

flux at the abscissa z + Dz, according with the respectively in regions c and d. This approx-

space-marcing technique. We divide the corn- imation is added, in agreement to the original

putational domain into quadrilater cells (vol- assumption of considering isentropic the evolu-

umes) where the geometry is completely known, tion through the acoustic waves.

as sketched in Fig. 2. The computational points Let us consider the Euler equations for the
of the cell are A and C. The point A is an ini- steady supersonic flow and the finite rate equa-
tial data point whilst C is the point where the tions written in the quasi-linear form. It is con-
solution has to be computed. Therefore, the Eq. venient to introduce, as dependent variables, the

(2) takes the following approximated form: logarithm of the pressure (P = In(p)), the slope
of the streamline (a = v/u) and the enthalpy
(h). Owing to their hyperbolic nature, the quasi-

W'A(Y2 - Y) + w( 3 - Y2) + W (Y4 - Y43)+ linear equations may be replaced by the compat-
ibility equations which describe the convection
of signals. The collapse of the initial discontinu-

uD*(Y- ,) + 5 (' -3 2) + 5 (X I - -) ity shown in Fig. 3 is governed by these compat-

ibility equations. The discontinuity generates a

. (Y2 - Y0 + (Y - Y) pattern of waves I, II and III ( Figs. 4a,b,c)

g (3) and the two new uniform flow regions c and d
2 can be predicted from the initial ones a and b,

where and are the kflux comas it follows. We define the slopes of the charac-
wh fj teristic lines:

(k = 1, 7) computed at the points j (j =
A, B, C, D) and gk is the vector component com-
puted at the center of the cell. The flux vectors u - a2p
w and f, at the cell interfaces (points B, D), A1  =

are evaluated according to the flux difference s -

splitting procedure, as shown hereafter. A2  = Or

u2o" + a 2l

A3 = u2 - a2

4. Flux Difference Splitting

and the signals dR1, dR2 and dR3 that prop-The basic steps of the flux difference split- agate along them, according to compatibility

ting formulation are the definition and tie so- eaons:

lution of an appropriate Rieinann problem. We equations:

would like to address the reader not familiar
with this formulation conceived for steady super- .YU3
sonic flows to [2] for more details on this matter. dR1  = dP - a20da (4)

Let us point our attention to the point B (
see Fig. 2). In order to predict wo and fa, we dR 2 = dh - - dP (5)
consider the flow properties at the points (N) P
and (N + 1), and define the Riemann problem dR3 = dP + -u do, (6)
with piecewise constant values distributions, by a+ 0]f
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where v = V - 1, where M is denoting 5eing the concentrations frozen through the
the Mach number. acoustic waves, we have:

With reference to any of Figs. 4a,b,c, we
consider the definitions in equations ( 5 and 6) -. C = Y,. = Y'b
and we note that through the wave I we have:

and therefore:

PC+ a2a ac = R 3a (hc,,)c = (hfor). (ho,,), = (hfor)b

All the flow properties in regions c and d,
,- P = R2 . in particular w and f, follow immediately . We
\P look now at the direction of propagation of each

where: wave and identify the region (one among a, c, d
or b) that includes the volume interface between
two adjacent cells. For instance, in the case of

R + "U2 Fig. 4a the interface falls in region c. In the
= af ,. cases of Fig. 4b and Fig. 4c, we have the re-

gions d and a, respectively. Then, we define the
R2. = h - (P) P flux vectors w, f at the interface on the basis of

the flow properties that pertain to this region.
On the contact surface (wave II) we impose Namely, the variable Wk is evaluated as:

the usual continuity of pressure and the stream-

line direction: 1. (7)
W +1 = + - W (7)

P'C= Pd ac c=ad N

Finally, on the basis of definitions in equa- or

tions ( 4 and 5), the compatibility equations
through the wave III, give: W = Wk + ArwL

20 d= Ribwhere Aw ( or A'wt k) is the flux dif-
Pd.- O a Rib ference through the waves propaganting with

slopes greater (or smaller) than of the slope of

hd(-( Pd = Rzb volume interface. For the first order scheme, in
P b the case of Fig. 4a, we have:

where:

AzWk =(k-)+(u4 -w ) (W)

Rib = P6  ( ) 6 or

;2b
Rb= h& -(~ A W k (W k _ - kv)

The evaluation of unknowns p, h and o- in re- for the case of Fig. 4b
gions c and d proceeds straightly from the above
conditions. We have:

AIWI = (Wk - w) (9)

R3a - Ribo'c a- d -or

A= = (W or wk
d~~~c A u=w-~+w-~

Pc - P = R 3 - ,a,3)2 and for the case of Fig. 4c

.c = R2,, +\/ Wc b do d +
P( A (W - w ) (10)

hd=R 2 + b OPdr



42-5

6.-.Boundary Conditions

At" W 0 The boundary we consider here is repre-
sented by solid walls. We assume the volume

A similar evaluation is done for the interface at The boundary lying on the wall, as shown in
flux fN+ Fig.5. Let C be the point of the surface of the

- The same procedure is developed at the cellShere we predict the flow, A the initial data
point D (see Fig. 2), at the location (N - 1/2), point and D the interface point on the boundary
solving the Riemann problem defined with the where we need the appropriate values of WD and
points (N) and (N - 1), for computing the val- fD. Since there are no volumes below the point
ues of WN. & and fN- $. D at the boundary, we can not define a Riemann

The most interesting cases occur when a problem as at the interior volumes. Instead, we
sonic transition shows up within one of the fans define a half Riemann problem, by assuming the
that describe the acoustic waves I, III. These flow in the region b determined by the point A
are the cases where the volume interface is em- and imposing the slope of the streamline in the
bedded in a compression or an expansion fan. region d equal to the slope of the wall (a.). The
We refer the reader to [2] for more details. wave I does not appear, the wave II runs along

the wall and only the wave III propagates in
the flow field. The values of WD and fD are

5. Second Order computed from the flow properties in the region
d. The latters are obtained by the approximate

We have developed a second order of accu- solution of the half Riemann problem, through
racy numerical scheme. This is shown hereafter. the wave III:
The flux difference Alwk in Eq. ( 7) may be
defined as:

A&wk = (Alwk) + (11) Pd = (

where (A' wk)' is the first order flux differ-
ence, computed by Eqs. ( 8), ( 9), (10). The ad = Ot

term (Auw,)" is the second order flux difference
correction, defined as: ( P dlid = h - (Pb - P)

Pb

( = ,L 1=11 -- iJ •7. Numerical Experiments

(Wr+l - w) (12) We have carried out some preliminary com-

where A1 is the slope i-characteristic line putations in order to validate the numeri-

6Qr ' ) is the flux limiter to ensure the scheme be cal methodology. Here we refer on two

TVD (Total Variation Diminishing). In our case sets of numerical experiments: 2D hypersonic

we have choosen the Van Albada flux limiter [3], non-equilibrium flows and 3D supersonic non-

defined as: reacting flows.
In the first set of numerical experiments,

r= + r3  we have considered the hypersonic flow over a
6() -1 + r2 300 ramp and the upstream conditions already

prescribed in [6]: V, = 6.7[km/sec],po, =
The argument r' depends of the gradient of 1O.85[N/m 2]  , To = 237.1[OKI. The ini-

the flux w tial data needed in the space marching tech-

S -Wk1 nique are given by the exact analytical solution
wN - 1. if Aj > 0 of the non-reacting flow over a ramp, which rep-
WN+1 - resents a correct physical solution at very small

or distances from the corner of the ramp. We have
assumed the finite volumes defined by a grid ob-

=W - t+ tained with rays originated at the ramp corner
r L - W. and planes normal to the abscissa z. There-

N+i - fore, the grid is described in a self-similar fash-

More details on the TVD schemes may be ion. The computational region is confined by the
found in [4] and [5]. outer boundary, a ray inclined by 37.20 over the
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x-axis and by the inner one, the ramp at 300. thevhock anid the too sharp and unusual tran-
The shock layer for the frozen flow at the ini- sition of the captured shock. The problem does
tial x-station extends, along the y-coordinate, not appear at lower Mach number. More pre-
through about 80% of the computational do- cisely, it shows up when the component of the
main. The results shown in the following have upstream Mach number normal to the oblique
been obtained with a 40 intervals grid along y. shock grows over certain values. In these cases,

Since in the initial exact data the shock is the approximate solver of the Riemann problem,
a sharp discontinuity, we have performed some in particular the assumption of isentropic transi-
integration steps to build up a stable structure tion across the acoustic waves (1,1II), becomes
of the numerically captured shock. The distri- too rough. Therefore, the prediction of the do-
bution of the pressure of the initial frozen flow, mains of dependence in the approximate solu-
along the normalized coordinate y/x, with ini- tion results to far front the correct one, which is
tial frozen flow, is shown in Fig. 6. We have consistent with the proper dissipation and jump
assumed these initial data given at the abscissa of entropy. The violation of the domains of de-

= 10 - 3 [m]. Here the concentrations of the pendence makes the flux difference splitting in-
species are pratically the same as in the up- correct and the overshooting shows up. Let us
stream flow. Indeed, no time is allowed to the remark that the problem is originated when the
particles in the shock layer to develop any appre- difference of the flux is split. Nevertheless,since
ciable reaction over such short distances , even the numerical integration is conservative, the
if the rate of production of the new species are correct jump in entropy is predicted in the up-
the highest. dated solution. We have understood the prob-

We have carried out the integration from the lem, we know how to fix it and we will do it in

initial station, (z 10-3~ [m]), very far down- the next future. For the present time, let us ac-

stream, up to z = 103 [m]. There, the flow cept this overshooting that is responsible for the

is in full equilibrium all over the shock layer, disturbing peaks of the pressure in Fig.7.
except through the chemical layer, just behind The development of the slope of the oblique
the shock, the width of which becomes infinites- shock is shown in Fig.8, where the angle 8 ,h is
imally small wiht respect to whole width of the plotted. Because the shock is numerically cap-
shock layer. tured, we have denoted the shock location by the

interval of the grid where the higest dissipationWen equi foiund hesmeology dsrn o e (increasing of entropy ) occurs. This explainsnon quiibrim penomnolgy a aleadyre- the discontinuous behaviour of the present re-
ported by (6] and [7]. It is convenient to compare suits. Here we have the comparison with results
our present results with those shown in these two
references. Note that the results from [6] and from [6] (triangles) and [7] (circles).
[7] are based upon a slightly different chemical The evolution of the chemical relaxation is
model and on the assumption of a constant aver- shown in Figs.9 and 10, with reference to the
age molecular mass for the gas mixture all over concentration of 0 and NO, respectively. Note
the flow field. Moreover, the method of charac- that the agreement in the concentrations with
teistics has been used in [6] and the lambda the results from [6] and [7] is due to the close
formulation ( a finite difference version of the similarity of the chemical model used here and
method of characteristics) matched to the shoch there, while the difference in the pressure and
fitting technique, in [7]. slope of the shock are probably related to the

The distribution of the pressure at the wall, different equation of state, because of the differ-

along the ramp, is shown in Fig.7. Close to the ent definition of the molecular weight.

ramp corner, the pressure is at the level of the Finally the distribution of the pressure over
frozen flow. Then, it goes smoothly down to the shock layer, very far downstream and cor-
the level of the equilibrium flow. The solid line responding to the equilibrium configuration, is
refers to the present computations, and the cir- shown in Fig.6. Note that the disturbing over-
des to [7]. Note the peaks in pressure that show shooting at the shock is disappeared, because

up periodically in our results. We have stud- the Mach number component normal to the
ied the problem and found that these disturbing shock is lower in the equilibrium configuration.
oscillations are due to the passage of the shock More comments on the physical aspects of
across the grid points, as the shock itself moves this non-equilibrium flow are reported in [61 and
towards the wall, going front the frozen to the [7]. We would like to address the reader to this
equilibrium configuration. In fact, the problem references for more detailed information oii this
was predictable already from the pressure distri- matter.
bution for the frozen flow plotted in Fig.6. We The second set of numerical results refers
note the overshooting of the pressure just behind to three-dimensional flows, in the supersonic
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regime, so that no appreciable chemical relax- invatigation has shown that the overshootings
ation occurs. We have computed the conical pat- a~e due to the violation of the domains of de-
tern of corner flows, generated by two adjacent pendence, due to the too drastic assumptions
ramps. The flow pattern is quite complex and introduced in the approximate solver of the Rie-
characterized by shocks and contact surfaces.A mann problem. The fact does not hamper the
typical case is shown in Figs.11 and 12, where robustness of the method and the inconvenience
contour lines for the pressure and the entropy wille fixed in a short time. The comparison of
are plotted over a plane normal to the x-axis, the present results with others reported in the
with the normalized coordinates y/z and z/x. literature is satisfactory.
We observe the irregular reflection of the shocks Numerical experiments have been also car-
generated by the two ramps and the formation ried out for 3D computations, with non-reacting
of a Mach stem. Moreover, in Fig.12 we see the flows. Complex patterns of shocks and contact
contact surfaces originated at the shock intersec- surfaces have been predicted. The comparison
tions and pointing towards the entropy singular- with results available in literature is very good.
ity at the corner line. The results refer to two The above validations about 2D non-
orthogonal ramps, both presenting the angle of equilibrium and 3D non-reacting flows allow us
12.20 and M = 2.47. The grid size in the y/z to proceed towards the merging of these experi-
and z/x plane is 145 X 145. The upstream flow ences, in order to investigate 3D non-equilibrium
condition and the geometry of the ramps are the flow prCblems
same presented in [81, where the flow has been
predicted on the basis of the lambda formula-
tion and a sophysticated shock fitting technique. REFERENCES
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equations and a five species model for describ- Modelling of Discontinuos Flows", Lect. in
ing the chemical relaxation. The discretization Appl. Mathem., Vol. 22, Amer. Math. Soc.,
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SUMMARY Qa exponent of 9 in Arrhenius expression of
k-th reaction rate

Predictions of nozzle performance may be strongly af- ao angle between coordinate grid line and z-axis
fected by the choice of the flow model: large discrepancies -y ratio of frozen specific heats
with actual behaviours could occur if the two-dimensional 5 (-r - 1)/2
guadynamic effects and the variations of chemical compo- A, characteristic lines
sition are not suitably accounted for, especially when the pi chemical potential of i-th species
nonequilibrium region is wide enough and 2D gasdynamic p density
phenomena iteract significantly with chemical kinetics. # 8 temperature

In order to ases the accuracy of different simulations, " local unit vector along transversal grid lines
a comparison among inviscid numerical solutions is per-
formed for different classes of auisymmetric nozzles. The
role of the two-dimensional effects on the global propulsive
parameters is analyzed by comparing I-D with 2-D solu- 1. INTRODUCTION
tions, while their influence on chemical kinetics is evalu- An accurate evaluation of the effects of finite rate chem
ated by considering froen and nonequilibrium flow mod- ical kinetics on the performance of propulsive nozzles is

e nmrclsouino hennsiibimnsl mandatory in order to design rocket nozzles, since a cot-
The numerical solutionyof the nonequilibrium nozzle ~ ~ .~~ n fltow model Is performed by an Implicit integration t- rect evaluation of specific impulse may result in a sigifi-

tion h cant gain in terms of payload. Moreover these effects may
nique based on an operator splitting between gasdynam- also have considerable importance in designing efficientcsand chemistry. While gaadynamic equations are in-tc and bchemfist slerhe eayneandc equaonsrwetion alrbreathing propulsive devices such as those consideredtegrated by a fast solver, the energy and mass fraction intehproc ssae-levhce.conservation equations are ntegrated in steady form along in the hypersonic aerocepace-plane vehicles.
streamlines with a variable step procedure. This approach The variations of chemical composition that mainly af-yilsvery effcent and accurate solution, even when the fect the propulsive performance of supersonic nozzles ae
chemica vrefialest adisa te g ins econnected with dissociation/recombination reactions. Atthe nozzle inlet the gas mixture shows a certain amount

of dissociated species, produced by endothermic reactions
LIST OF SI3IBOLS occurring in the combnstion chamber. In these processes

thermal energy is absorbed from the fluid to break molec-
A 4/6 ular bonds, and it is thus subtracted to propulsive pur-
a frozen sound speed poses. On the contrary, during the expansion phase, the
Ba constant in Arrheniu expression flow experiences a large temperature drop, which yields

of k-th reaction rate exothermic recombination reactions. In this case chemi-
cp specific heat at constant pressure cal energy is released to the flow, resulting in an increase
c9 specific heat at constant volume of the total energy available for thrust. This recover of
ei internal energy of i-th species energy is usually analyzed as occurring in three phases.
Ea activation energy of k-th reaction In the first part of the convergent nozzle the flow is close
G transformation metric to equilibrium conditions. A nonequilibrium regime takes
N number of species place up to the throat region, and then the further tem-
a local unit vector along longitudinal perature drop in the divergent duct results in a strong

grid ine, slowing down of the reaction rates, that yields a freezing
p pressure of the flow chemical composition.
q velocity Mathematical modeling assuming frozen conditions
R R/W cannot obviously account for variations of chemical corn-
A universal gas constant position, while numerical solutions of equilibrium flow
Ri, R2, Rs, R4 Riemann variables models may show discrepancies with the actual behaviour
s entropy when the nonequilibrium region is wide enough. The more
t time general nonequilibrium model seems thus preferable in
u velocity component along n-direction predicting the behaviour of nozzle flows.

velocity component along r-direction To this end computer codes have been developed that
z, l cartesian coordinates include the modeling of chemical kinetics. Since they
Yi man fraction of i-th species are generally characterized by large computational times,

quasi one-dimensional solutions are often used for flow pre-
*Asociate Professar dictions. Nevertheless, the one-dimensional hypotesis dis-
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regards the actual gadynamic phenomena occurring in ra- Qi = c [ a In -' -
dial direction, and consequently their interaction with the 5Y. 6  

-

chemical kinetics, that may affect the nozzle performance Following the procedure described in [1,3] to extend the
in not negligible fashion. For instance, short nozzles with quasl-linear lambda formulation [7) to chemical nonequi-
large expansion ratios may show significant radial effects, librium flows, four compatibility equations are obtained
while possible oblique shock waves may locally increase in terms of Riemann variables Ri = A + wi - q, with

- the temperature: in both cases the recombination reac- I = t and respectively wj = n, -n, r, -r, as:
tions or the freezing conditions occuring in the divergent
duct could be strongly affected by these phenomena.

Aim of the present study is to evaluate the role of the (Ri), + Ai . VR i + a w V (w', q) =
two-dimensional effects on the chemical kinetics in nos-
tiee and to ase" their influence on the global propulsive 0 w. Vs + +13 + F (3)
parameters. A comparison is carried out among numeri- with w' =,-",-n,n, and
cal solutions based on frozen and nonequilibrium models n d
of Inviscid axisymmetric nozzle flows. To this end, classi-
cal quasi one-dimensional calculations are compared with q q- F = a k x q. Vo o
two-dimensional ones for different class of nozzles and
different operational conditions. A1  = q + a n = A + n q

The numerical solution of the nonequilibrium nozzle A2  = - an R2 = A- -q
flow model is performed by an integration technique for
Inviscid steady flows presented in [1,21, recently improved As = q + a r R = A + r- q
aad tested for external hypersonic flows [3,4]. The tech- A4 = q-ar = A-rq
nique is based on an operator splitting between gasdy-
namics and chemistry. While gasdynamic equations are where the corresponding source terms are:
integrated by a fast solver [5], the energy and mass frac-
tion conservation equations are integrated in steady form i= A + n q, 2= A - n-a
along streamlines with a variable step procedure. This
approach yields very efficient and accurate solutions even R = A+ r 4, - T q
when the chemical variables display steep gradients, as On the contrary, the energy and species conservation
behind shock waves (]. equations are used in the compatibility form above re-

ported (lc,ld).

2. MATHEIMATIQAL MODEL

The working fluid Is assumed to be a mixture of N gases, 3. INTEGRATION TECHNIQUE
each one considered as thermally and calorically perfect, Studies concerning the numerical integration of the
and the flow Is considered adiabatic, inviscid, and non-
conducting. With these assumptions the system of con- equation system () or (3,rc,ld) date back to the '60servation equations may be written in quasi linear fom [8,9,10,1lJ, and have recently received a new interest from

aform the need to predict hypersonic external flows about reen-
try vehicles. As a result of these studies is known that the
numerical integration of these equation systems displaysA, + q. VA + aV- q = A (Ia) basically three numerical problems:

I) the stiffness of the equation system when approaching
q, + q- Vq + aVA - OVa = q (ib) the equilibrium conditions,

ii) large computational times when considering complex
s, + q. Vs =. (Ic) reaction mechanisms,

iil the need for high spatial resolution when steep gra-
dients of the thermofluidynamic variables occur.Yj, + q VY; = s = 1,N (ld) A method was presented a few years ago in order to
face the first two problems 11,21. The technique has been

denoting with 4' the rate of production of each i-species, recently improved to solve also the third problem, and it
which takes into account the effects of all reactions. The has been successfully applied to predict hypersonic exter-
other source terms A, q, j are given by nal flows about blunt bodies [3,41.

A aE'-DYi Instead of solving the system (3,1c,ld) by integrating
= -- the fully coupled equations, as indicated in [12,13,14,15,

the method follows the approach firstly proposed by Li [11]
and then widely adopted (16,17,18,19,20,211, based on anq U QiYvY (2) operator splitting between the the gasdynamic operator,

describing the mass and momentum conservation of the
1 •mixture, and the chemical operator, describing the con-

= - ki servation of the energy of the mixture and of the mass of
i each individual chemical species.

As a matter of fact, the fully coupled integration re-
quires a very large computational work when implemented

= i [I R' 1 - on multidimensional flows. This computational work is ac-
- 6 Y - tually not needed. In fact, the high resolution required for
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integrating the finite rate chemistry is often not necessary tegration is performed marching along this path, starting
for the gaodynamic integration, since in reacting nossle from the values of Y,, velocity, pressure and entropy at the
lows generally the variations of species concentration and initial point, which are obtained by interpolating between
temperature display a mild influence on pressure and ve- the nodes.
locity fields. For-steady state solutions, the equations can be written

The advantage of using integration schemes based on in the form:
an operator splitting I that the numerical problems rele-
vant to the stiff nature of the equation system and to the -U = Y
nonlinearity of the solution can be restricted to the chem- denoting here Y = (Yi, s)T
Ical operator only, while the gadynamic operator can be The integration is performed marching along the
solved by standard approaches. In particular the two op- streamline in the direction of the velocity by an implicit
orators ae Integrated Independently of each other by an scheme based on the following discretized form of the
Iterative procedure: the mixture is considered frozen when equations:
Integrating the giadinamic equations, while the flowfield is
considered frozen when integrating the chemical operator. - y-) +

The proposed technique takes full advantage of this ap- A yAz 2
proach performing the integration over two different grids:
a standard grid for the gasdynamic equations, and steps where the source term ''+' is expressed by a first order
along streamlines for the chemical operator. Due to its Taylor expansion with respect to the dependent variables.
one-dimensional nature, the integration along streamlines A variable integration step is implemented by checking
can be easily performed by using a variable step procedure. the solution obtained with a tentative step. Once the in-
In this way high resolution can be provided where it is ac- crement AY has been computed, the integration step is
tually required, without becoming cumbersome elsewhere. considered inappropriate if the new concentration values

are negative or if AY/Y is too large or too small. In
this case, the integration step is reduced according to the

3.1 The gasdynanic operator criterion suggested in [91, and the integration performed

The system of equations (3) is integrated by a semi again.

implicit fast solver [5]. In particular the integration is
performed by solving the four compatibility equations in- 4. RESULTS AND DISCUSSION
dipendently of each other along the appropriate propaga-
tlon directions of the relevant Rlemann variable. A body- 4.1 Descriptions of the numerical tests
fitted non-orthogonal grid is adopted.

The compatility equations are d cretised as follows. In order to perform a sensitivity analysis of the chemicalThe tesconatiin deaties othe rieann foll kinetics effects on the nozzle flow expansion, three differ-The erm cotainng eriativs o th Rleaunvari- ent classes of geometrical configurations of %xisymmetric
able. an discretised In space by means of upwind deriva- nt les o oeriostives computed according to the sign of the characteristics.e p aThe first is a conical nozzle with an area ratio of 32.7,

The erm cotainng he ntroy, s wll a th chmi- whose regular expansion allows to have a description of
cal source terms, are treated by an upwind discretisation

according to the discretisation of the relevant memann the fundamental behaviour of the chemical kinetics in the

variable term. The metric source term is evaluated lo- nozzle.

cally. The second is a contoured nozzle of the same class ex-
perimented in NASA Lewis Research Center 122,23. The
considered area ratios are 32.7 and 23. The divergent has

3.2 The chemical operator an initial angle of 350 and an exit angle of 130. This
geometry produces a sudden expansion in the throat re-

The energy conservation equation written in terms of gion and a light recompression downstream, such that two-
entropy Is particularly suited to be coupled to the species dimensional phenomena may have a significant role on the
conservation equations in the chemical operator (lc,ld). chemical behaviour.
As a matter of fact, both of them have the velocity vector The third group of numerical tests concerns the same
q as characteristic direction. Thus, in order to preserve clan of nozzles, but with a divergent exit angle of 20.
their physical meaning, the integration of these equations In this case the compression on the divergent wall region
should be performed along streamlines. is stronger and the larger consequent rise of temperature

The implementation of this type of integration yields could affect the chemical trend. Moreover different lengths
relevant advantages from a numerical point of view. First, are considered for the same area ratio, in order to analyze
the multidimensional problem is reduced, for the chemi- the effect of different divergent expansion angles right be-
cal operator, to a certain number of one-dimensional inte- hind the nozzle throat.
grations. Second, an integration algorithm with variable Oxygen and hydrogen are used as propellants with an
step can be easily carried out, which allows to increase excess of hydrogen to limit the temperature rise. The
the spatial resolution locally, where the variable gradients conditions in the combustion chamber are determined by
are larger. In practice the procedure results equivalent to adiabatic combustion of H 2 and 02 with an equivalence
the implementation of a subgridding, but with a minimum ratio of 1.42 at a pressure of 23 Atm.
computational burden. The evaluation of the species mass fractions at the inlet

At each grid point the incoming streamline is re- section has been done by assuming equilibrium conditions
coetructed within the cell boundaries moving backward in the combustion chamber. The values are obtained by
from It up to an initial point of the streamline, that is using the chemical equilibrium code reported in [241, in
assumed to be its intersection with a cell side. The in- a suitably modified version to consider constant specific
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heats for each species, according to the nonequilibrium those forming radicals and thus relatively slow in this noz-
model above described. zle region. Further downstream, as T keep. dropping, aUl

The reaction mechanism including 6 species and 8 re- reactions H-forming and H-destroying slow down, and so
actions reported in [25] is used (see Table 1). doei the rate of H formation. An inversion of this trend,

with-s diminishing of H, is to be expected when the third

reaction freezes up, and a vanishingly small H is to be
TABLE 1 expected at equilibrium; however, in the conditions con-

Ssidere the freezing point value is such that does not allow
Bh a& E& to check quantitatively this prediction.

The results concerning the contoured nozzle are re-

ported in Figs. 3,4 in terms of iso-contour lines of Mach

H+O - OH+O 3 10" 0 73.25 number and tempeiature. Unlike the gradual expansion
in the conical nozzle, here a sudden expansion takes place

O+H 2 4 OH+H 3 10" 0 33.50 at the throat, f ',owed by a light compression in the wall

H +H~ H2O+H 3. -10" 0 25.10 region of the divergent, which yields a local temperature
OH+H 2 3 rise. The temperature at the exit has an average value

20H ' H20+O 3- 10" 0 25.10 of 850K, about 150K lower than the conical nozzle with
same area ratio. Since the difference is 70K for the inert

2 H+M H2 +M 10 0 0 cases, the different chemical phenomena should be respon-
H M H 2 0+M 10' 0 0 sible for about 8% of difference on the temperature recov-

ery. In particular, consequences of the two-dimensional

H+O+M OH+M l0' 0 0 gaedynamic phenomena on chemical kinetics can be eval-

uated from Figs. 6(a-f), where iso-contours are reported

2 O+M M 10 0 0 for the species mass fractions. The comparison of the
mass fractions with those of Figs. 5 shows that the con-

sumption of most species is slowed down by the strong
B, = m 5 /(kmole s) (two-body forward reaction) expansion behind the throat. In fact the reaction veloc-
BA, = m/(kmole2 s) (three-body forward reaction) ity becomes lower and the temperature rise is too small
E = M/kmole and comes too downstream, when most of reactions are

close to frozen conditions. As a general effect, the flow

seems to pass rapidy from conditions of quasi-equilibrium

4.2 Numerical results to a frozen regime. The different temperature recovery
achieved in the two cases is the consequence of the two

The low in the conical nozzle allows to analyze the different chemical processes.

fundamental chemical behaviour of the mixture during its A representative trend is shown by O (Fig. 6b):
expansion. In FIp. 1,2 lo-contours are reported for Mach the strong expansion behind the throat propagates down-
and temperature. As expected they respectively increase stream along the direction of the characteristic line, frees-
and decrease regularly with axial distance, with a semi- ing the reaction so suddenly that different concentration

circular shape. values are then carried along each streamline in the diver-

The chemical process can be described as evolving in gent.
two phases. The first phase, approximately up to the The same general considerations made above for the hy-
throat, Is characterized by higher temperatures and chem- droxyl trend here held. Nevertheless, contrary to the case

ical processes close to equilibrium. During this phase the of the conical nozzle, where the expansion is more regu-
main role In the reaction mechanism (Table 1) is played by lar, here due to the different intensity of the expansion
the reactions with higher activation energy and essentially going from wall to centerline, the freezing of the f.rst reac-
H20 and radicals are produced. The second phase of the tion of Table 1 is faster in the wall region than along the
expansion is characterized by lower temperatures and rad- axis. At throat, when the reaction freezes up at wall, it
icals consumption up to the possible freezing: reactions is still weakly active in the corresponding abscissas along
with zero activation enirgy, which form final products, the centerline: the zone of minimum concentration is thus

become prevalent, wider there then at wall, and it takes a triangular form
In Figs. 5(a-f) the mass fractions of the chemical species (Fig. 6f).

are reported. As an overall result H20 is produced, while Another group of numerical tests considers the same

all other concentrations decay with axial distance. From class of nozzles, but with a stronger compression in the

Fig. Sf it appears that atomic hydrogen displays a par- wall region, generated by a divergent exit angle 4 20. Re-

ticular trend, characterized by a minimum right behind suits concerning the species mass fractions of atomic hy-
the throat and a growth downstream. A possible explana- drogen, oxygen and hydroxyl, are reported in Figs. 7(a-c)

tion can be obtained by looking at the reaction mechanism for a nozzle shape with same length and same expansion

of Table 1. In the convergent, where T is still high, the angle at throat above considered. Due to the stronger
first reaction destroys H rapidly and forms OH. Thus compression in the wall exit region the temperature rises
H reaches a minimum right behind the throat. Moving locally. Its overall effect is to emphasize consumption of
downstream, the dropping T slows down this react'on, all species except H 2 0. Locally the temperature recovery
while the third, favored by the concentration of OH and is about 200K larger than in the previous test, and it is
by a lower activation energy, is still active and produces partially due to the chemistry, since an inert gas solution
enough H to more than compensate for its consumption. predicts a difference of only 100K. However, since it is
In fact, all H-consuming reactions -excepted the first- are limited to the wall zone of the !xit section, the recovery
three-body recombinations, that are slower compared to in terms of specific impulse se, ot to be significant.
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If the expansion angle at the throat of the nozzle is for the longer nozzle, mainly due to an expansion more
reduced from 35 to 20 with a longer divergent, the pro- regular from the fluid dynamic point of view.
ceus becomes more regular and the nonequilibrium region In conclusion, from the teats performed the influence

wider, yielding a gain of specific impulse (about 2.5%). on the specific impulse of the chemical kinetics induced

The results for some species mass fractions are reported by th e nsicml of th e can e inued
in Figs. 8(a-c) and should be compared with the results of by two-dimensional gadynamic effects can be evaluated.
Figs. 7. While the quantity of water formation does not These effects depend on the different degree of expansion
change, the consumption of 03 is higher and the atomic behind the nozzle throat, which can anticipate the free-

hydrogen rise is reduced by the higher temperature in the ing of some reactions, reducing the level of energy recoverconsuption connected with them.
wall region, which enhances the role of the cFor instance, they are responsible for a 3.2 % of thereactions.Factiny avalue of the specific impulse in the case of conical nozzle,

tionalcomputedfbyethe aove de3%isried method, pedine- while this influence is lowered of .5% if nozzle shapes with
tions computed by the above described method, integrat- sudden expansions in the throat region are considered.
along streamlines, and by the old integration scheme [2,1, On the contrary, the compression occurring in the wall
using corermliald st (the same in e for tcheme g, exit region of contoured nozzles seems to play a weak effectusing coarser chemical steps (the same used for the gas- o h pcfciple

dynamic operator). on the specific impulse.

Of course the higher accuracy obtained by using a finer While these results should be definitely checked with

resolution requires larger computational times. With a different sets of Arrhenius data for the 0 2 /H 2 reaction,

computational grid of 50 x 10 mesh points, the approx- they are backed by recent work of Straub f26] and also

imate CPU time to obtain a residual of 1.E-06 is 300 by the interest NASA seems to have at the moment in

seconds for the older version of the code [1,21, and 1200 precise measurements of exhaust velocity for the SSME.

seconds for this version, for calculations performed on an As a matter of fact these measurements are intended to
assess the validity of the simple one-dimensional rocketIBM 309/800J (scalar) computer. nzl oe uha 21
nozzle codes such as (241.

4.3 Effect of modeling on numerical predictions

The results obtained by a sistematic series of tests are 5. CONCLUSIONS
here reported, to evaluate the consequences on the specific
impulse of the different behaviour of chemical kinetics, A semi-implicit technique to compute nozzle flows with

induced by different two-dimensional gaadynamic effects. chemical kinetics has been implemented on different ax-
isymmetric nozzles. The comparison of the results with

Conical nozzle An = 32.7 The nonequilibrium model frozen and one-dimensional solutions shows that for some

predicts a specific impulse 10.4% larger than the inert conditions the two-dimensional phenomena affect signifi-

gas model (see Table 2). The same comparison for one- cantly chemical kinetics, and their effects should be accu-

dimensional calculations gives a difference of 13.1%. The rately taken into account by suitable simulations to have

loss in specific impulse due to two dimensional effects is precise predictions of nozzle performance.

1% for inert flows, while it is 4.2 % for the nonequilibrium A more comprehensive analysis of the above phenom-

models. Thus, it can be evaluated that 3.2% of specific ena will require more a quantitative evaluation of the dis-
impulse is due to the chemical effects produced by two- crepancies Loming from the use of frozen, equilibrium and

dimensional gasdynamic phenomena. nonequilibrium models on the global propulsive parame-

Contoured nozzle (exit angle = 13.5 °, AR = 32.7). ters. Moreover a modeling including variable specific heats

The nonequilibrium model predicts (see Table 3) a spe- should be more realistic.

cific impulse 9.7% larger than the inert gas model. The Further studies will be carried on or this aspects.

same comparison for one-dimensional calculations gives a
difference of 12.4%. The loss in specific impulse due to two
dimensional effects is 4.2% for inert flows, while it is 7.0% ACKNOWLEDGEMENTS
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TABLE 2 TABLE 3

1D 2D ID 2D

Inert 1% Inert 4.2%

13.1% 10.4% 12.4% 9.7%

Nonequilibrium 4.2% Nonequilibrium 7.%

CONICAL NOZZLE CONTOURED NOZZLE

(Differences in I., prediction (Differences in I., prediction

between different models) between different models)
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TIJO K. P,,En= OPA TIW41nn, I6-=PA

M A C H TEMPERATURE

MIN 0.175E+O0 MAX 0.459E+01 DELTA .200E+OO KMN 0.964E+03 MAX 0.346E+04 DELTA .IOOE+03

Fig. 1. Iso-contours of Mach number for a conical nozzle Fig. 2. Iso-contours of temperature for a conical nozzle
with AR = 32.7. with AR = 32.7.

MAC H TEMPERATURE

MIN O.166E+O0 MAX 0.502E+01 DELTA .200E O0 HIM 0.815E+03 MAX 0.346E+04 DELTA .200E+03

Fig. 3. Iso-contours of Mach number for a contour Fig. 4. Iso-contours of temperature for a contour nozzle
nozzle with AR = 32.7. with AR = 32.7.
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b) e)

1-34412K, P-7= F T=3441m1, P-2=iA

H2H

F 
.0044

.05 .39.0066 .0080

MIM 0.392E-01 MAX 0.541E-01 DELTA .100E-02 HM 0.444E-02 MAX 0.819E-02 DELTA .200E-03

C) f)

Fig. 5. Iso-contours Of species mass fractions for a
conical nozzle with An = 32.7.
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.002
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C) f)

Fig. 6. Iso-contoure of species mass fractions for a
contoured nozzle with AR = 32.7.



43-10

H2 0 H20
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a) a)
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.006

.025 .005

.025
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H H

(~ N\.006 .007

.0065 .0045

MI 0.416E-02 MAX 0.815E-02 DELTA .400E-03 HIM 0.402E-02 MAX 0.716E-02 DELTA .200E-03

c) c)

Fig. 7. Iso-contours of species mass fractions for a Fig. 8. Iso-contours of species mass fractions for a

contoured nozzle with An = 23 and divergent angles contoured nozzle with AR = 23 and divergent angles

= 35, a 2. a, = 20, a 2 = 2.
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Discussion

K. BROICHHAUSEN, MTU, MUNCHEN, GERMANY
Taking into account the chemical reaction in the numeric scheme is equivalent to additional

source terms. Thus, the formulation of these source terms (modeling of the chemistry) can
contribute to a artificial viscosity of the solution. Have you done any investigations on this
problem?

AUTHOR'S REPLY
I have not done systematic tests on this aspect, but I think it could be an interesting point

to be investigated.
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The converging-diverging nozzle geometries, s entropy
which are presently proposed for hypersonic S dimensionless entropy s/cv
propulsion systems, are characterized by e temperature
large expansion area ratios, and by a geo- V (u,v) velocity vector
mEtrically variable nozzle throat to con- ti mass fraction of species i
trol the engine mass flow. Within the ex- X, Y, T computational coordinates
panding nozzle flow, chemical recombination x, y, t physical coordinates
reactions of the combustor exhaust gas pro-
ducts will occur; the limited chemical re- Subscripts
action rites generally leading to a relaxa-
tion of the chemical species composition. ch source term due to chemical
In addition, changes in mixture composition reactions
and heat release due to chemical reactions I denotes quantities of the spe-
influence the flow field. cies i, with i-1,n
Based on Moretti's I-scheme (a method for o reference quantities
the solution of the time-dependent 20 Euler
equations) a numerical model was developed Superscripts
which couples the gas dynamic phenomena
with the chemistry effects that occur with- denotes averaged integral
in the flow field. The chemical reaction values
rates are described by a kinetic model in-
volving a satisfactory reaction mechanism.
The developed scheme was applied to the
expanding nozzle flow of a stoichiometric 1 INTRODUCTION
H2-air exhaust gas. For comparison purpo-
ses, four different physical models have Typical features of the converging-diver-
been considered to describe the chemical ging nozzle geometries, projected for
phenomena: hypersonic propulsion systems, are large

Chemically frozen flow including a tem- expansion area ratios at high flight Mach
perature-dependent specific heat ratio. numbers and a geometrically variable nozzle
Flow which is in chemical equilibrium, throat to control the engine mass flow.

- Upstream of the nozzle throat the flow is Preferably, the nozzle should be highly in-
assumed to be in local chemical equili- tegrated with the airframe so that the up-
brium, whereas downstream it is conside- per wall of the nozzle is actually the aft
red as frozen. end of the airframe, Fig. 1.

- Flow which is in chemical non-equilibri-
ium.

The results are discussed in terms of flow"Ram-Combustor
properties, gas mixture composition and ,m---
nozzle exit momentum. It is concluded, that
a physically inadequate model of the chemi-
cal phenomena will lead to unacceptable
discrepancies in net engine thrust predic- Turbo-Engine

Nozzle

LIST OF SYMBLS 
Inlet

Cv, Cp specific heats of the reacting
mixture

h enthalpy
Kspecific heat ratio of the

reacting mixture cp/(cp-R) Fig. Propulsion System Integration
I length
p pressure
P natural logarithm of pressure
R averaged gas constant of the Within the flight Mach number range 6 to 7.

reacting mixture = const. where the upper stage of the German 2-staae
0 density hypersonic transport system SANGER (TSTO

is projected to separate from the air-
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breathing lower stage, the engine inlet mo- enthalpy are defined as:
mentum may be as high as 80% of the nozzle
exit momentum. Consequently, the predicted 80 = po/Rpo , uo = (po/Po))
net engine thrust will be highly sensitive
to small inaccuracies in the computation of to " lo/uo ho = Po/Po
the nozzle exit momentum. Therefore, for an
accurate prediction of nozzle performance, Fo''owing the form of Moretti /4/, we use
the inclusion of chemical non-equilibrium as flow variables, in addition to the velo-
effects becomes important. =city vector, the logarithm of the dimen-
Recent analytical studies on nozzle perfor- sionless pressure and the dimensionless
mance were reported from Harloff et a] /I/. entropy:
Solving the full 2D Reynolds-averaged Na-
vier-Stokes equations by the implicit Beam P = In p , dS = ds/cv
and Warming scheme, the flow fields, wall
pressures, wall skin friction values, heat Then, the equations defining the conserva-
transfer values and overall nozzle perfor- tion of mass, momentum and energy of a
mance were determined for a scramjet-type reacting, inviscid flow in vector form are:
nozzle over a wide range of flight condi-
tions. However, the nozzle flow was consi-
dered as chemically frozen and the ratio of DP DS
specific heats as well as the gas constant Di Dt
were held constant throughout the entire DV
flow field. In addition, the investigated - + OvP= (
nozzle geometry was typical for scramjet DI

applications, i.e. it was completely di- DS
vergent. D + Q' =

Rizkalla et al /2/ expanded a frozen che- 
Dt

mistry method-of-characteristics computer
program, for designing and analyzing diver- with
gent scramjet engine nozzles, to incorpo-
rate finite-rate chemistry and vibrational -.

relaxation. One interesting result of this e
work was, that finite-rate chemical recom-
bination and viscous effects are of major Thermal conduction as well as molecular
consequence in determining nozzle perfor- and turbulent transport processes have
mance, whereas vibrational relaxation times been neglected. The term Qch expresses
appear to be quite short at Mach 20 flight the released or absorbed chemical energy.
conditions (nozzle inlet stagnation condi- For a chemically frozen flow, this term
tions: 1.5 bar, 3000 K). Thus, the flow is vanishes and the equations represent the
mainly in vibrational equilibrium through- Euler equations of gas dynamics. The dis-
out Its passage through the nozzle. tribution of the individual chemical spe-
In the work presented here, a convergent- cies in the flow is defined by the follow-
divergent nozzle contour typical for hyper- ing set of transport equations:
sonic ramjet propulsion systems was chosen
as a basis. Thus, the 2D investigations of Df,
chemical non-equilibrium effects also in- -- =(ij i= 1n. (2)
clude the kinetic highly sensitive, tran- D(

sonic throat region. In addition, the ana-
lyses investigate the influence of diffe- The term (i)ch expresses the chemical pro-
rent chemistry modelling techniques, such duction or loss processes of the species i.
as frozen, local equilibrium and finite- These source terms are governed by the laws
rate chemistry on nozzle exit momentum and of chemical kinetics; they form another set
net engine thrust. of first-order, coupled, ordinary differen-
For solving the 20 inviscid flow equations, tial equations. For a chemically frozen
a numerical model based on the X-scheme of flow, the source terms vanish and the equa-
Morettl /3/ is applied. This scheme takes tions simply state the invariance of the
into consideration the physical background mass fractions along particle paths.
of unsteady inviscid flows which are gover-
ned by the propagation of sound waves and
by the convection of entropy along particle
paths. 3 NUMERICAL MODEL
Since the basic phenomena of hyperbolic
flows are still present with chemically The finite-rate chemistry model applied in
reacting flows, the X-scheme should also be this work solves the basic equations (1)
an appropriate basic method for reacting and (2) for a 2D nozzle flow. In order to
flows, account for the different time-steps chara-
In order to account for the different time cteristic of the fluid and chemical pro-
scales characteristic of the fluid and che- cesses, we split off the chemical source
mical processes, during the explicit inte- terms and replace them during the integra-
gration of the time-dependent basic equa- tion of the remaining terms by averaged in-
tions the chemical source terms for spe- tegral values. The integration of the modi-
cies and energy are replaced by averaged fied problem equations is carried out by
integral values, applying the )-scheme. With the solution of

the energy equation, special regard is gi-
ven to the physical fact, that the entropy
is transported along particle paths, Mo-

2 GOVERNING EQUATIONS retti and Pandolfi /5/. That means, the
space derivatives are approximated in such

For a dimensionless form of the equations a way that information is never carried up-
relating to the problem, we introduce the stream. Since the same physical fact holds
reference values Popo and 1o. The corres- for the species mass fractions, the inte-
ponding units of temperature, velocity and gration technique is also applied to the
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species transport equations (2).
Chemical production processes of heat and
species occur during the transport of the
particles. Special regard is given to this -
fact with the definition of averaged inte-
gral values for the chemical source terms. Supersonic
To describe the technique in more detail, Nozzle Outlet
we consider a cut-out of grid points in a Subsonic Throat

rectangular computational grid, Fig. 2. lni._

Rigid Wall

AParticle puth
f(x'Yi Fig. 3. Problem Specification

At each time-step, the mixture composition
Jf at the nozzle inlet equals the chemical

Y equilibrium composition of a stoichiometric
AT H2-air exhaust gas determined for the local

X values of static temperature and pressure.
baTAt the supersonic outlet boundary, infor-

mation will never be carried backwards.
Therefore, the X-scheme does not require

SB any specified boundary condition.
In order to reduce the complexity of the
problem, the lower wall of the nozzle is
extended to the nozzle exit. This implies a
certain simplification with regard to actu-

Fig. 2. Sub-Model for the Computation of ally projected nozzle specifications, where
Chemical Source Terms the lower wall is cut shorter than the up-

per wall to reduce weight. In the latter
The coefficients all and blI correspond to case, the ambient flow will interact with
the components of velocity at point C and the nozzle exit flow. The interaction it-
define the slope of the particle path seg- self will depend on flight Mach number and
ment E-F. The change in mixture composition on whether the nozzle flow is over- or un-
along E-F results from the integration of derexpanded. Similar interactions have
the chemical rate equations. The initial been previously studied by Semmler /9/, but
values of mass fractions, pressure and tem- without considering the impact of chemical
perature at point E are interpolated, as effects.
shown, for a typical value f. Therefore, a
curved plane is fitted to the values of f
at the grid points A, B, C and 0. The in-
tegration is carried out by an implicit
scheme based on the method of Lomax and
Bailey /6/. This method keeps the pressure
along the particle path segment constant.
After the composition of the flow is known -'____
at the points E and F, an averaged integral '
value of each species can be defined as: __- -

Q=)&d T Q,' - t,).

A corresponding value for the chemical heat
is:

('') h, , -I)
T' , Fig. 4. Lines of Constant Mach Number

for an Overexpanded Nozzle Flow
To reduce computer time, the averaged sour-

ce terms are calculated only once per grid
point. These source terms are then inserted
for both the predictor and corrector step.

4 PROBLEM DESCRIPTION lot

The problem is specified by three different - V O L
boundary conditions: a subsonic inlet; a
supersonic outlet; and an upper and lower
inviscid rigid wall, Fig. 3. At the wall,
the velocity component perpendicular to the
wall vanishes. A post-correction method re-
ported by de Neef /7/ is used to satisfy
this boundary condition.
At the subsonic inlet boundary, a charac-
teristic-based formulation published by
Moretti and Pandolfi /8/ is applied. Fig. 5. Isobars for an Underexpanded

Nozzle Flow
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Fig. 4 shows the results for a typically . putation of the chemically reacting flow
overexpanded nozzle flow. The computations field. In doing so, at the initial condi-
were carried out by use of the X-scheme tion, the mass fractions of the chemical
without any fitting procedure for embedded species are set constant within the flow
discontinuities. Nevertheless, the lines of field according to the chemical equilibrium
constant Mach number clearly indicate an - composition of a stoichiometric H2-air ex-
embedded oblique shock front and a contact haust gas determined for the nozzle inlet
discontinuity. In Fig. 5, the isobars for a values of static pressure and temperature.

-7- typically underexpanded nozzle flow are In order to compare the results gained by
plotted. --the X-scheme with the results of the clas-
For the simulation of the finite-rate che- sical method-of-characteristics, first cal-
mistry, a simplified reaction mechanism of culations considered a chemically frozen
the H?-air system is used. The chemical flow in a divergent nozzle section, under
kinetics model includes six reacting spe- the assumption of a constant specific heat
cies and the six reactions listed in Ta- ratio. In Fig. 7, the Mach number distribu-
ble 1 (Nitrogen is regarded as inert). The tion along the upper nozzle wall is plotted
simplified mechanism is derived by means of for both methods, indicating a rather good
a successive sensitivity analysis from a agreement.
more comprehensive mechanism including 38
reaction paths, Rebhan /10/.

Table 1. Simplified Reaction Mechanism of
the HE-Air-System Method-of-Characteristics

A (.3,..o.sl E K/ (K)

4s.1: Ha - s ON 2.5 10. 0 1.964-10-

N-.2: H Os * OR 0 7.8" 0 8.863 10

Nr.3: 0 . Ha = OH H 1.2"10' 0 4.663-10'

Nr.4: OH + Ha - Ha0 . H 4.0-101 0 2.870- 10

Nr.5: H + 0 + H OH H 1 3.610 -1 0

Nr.6: H ' OH + M - HiO + H 9.0-10 -l 0

X-Coor1inate W 10.0

5 DISCUSSION OF RESULTS Fig. 7. Comparison of
Mach Number Distributions

In the example presented below, the total
length and the area ratio of the nozzle
geometry shown in Fig. 3 are 12.3 m and The major part of the numerical analyses,
13.9, respectively. The nozzle inlet stag- however, has been focussed on the simula-
nation pressure and temperature (8 bar and tion of chemistry effects comprising four
2780 K) are representative of a projected special cases:
flight Mach number of 6.8. For these condi- In the first case, as an extension of the
tions, the mean residence time of the flow computations mentioned above, the flow is
within the nozzle is about 9 msec. regarded as chemically frozen but this time
Due to the physical compatibility of the including a temperature-dependent specific
numerical scheme applied, a rather coarse heat ratio.
computational grid can be used without cau- In the second case, the flow is considered
sing any substantial numerical inaccura- to be in chemical equilibrium, implying
cies. Fig. 6 shows a typical grid consis- that the local chemical reactions proceed
ting of 60 x 15 grid points. Since most of infinitely fast. Thereby, the local equili-
the chemical behaviour and the fastest brium calculations are carried out analyti-
reactions occur in the throat region, the cally.
grid is refined here to maintain accuracy. In the third case, the flow upstream of the

nozzle throat is considered to be in che-
mical equilibrium, whereas downstream it is
assumed to be frozen. Thus, this simulation
technique corresponds to the well-known

S.."Bray-approach', usually applied in ID
nozzle analyses, with the freezing cross
section located at the nozzle throat.
Finally, the fourth case performs the simu-
lation of the finite-rate chemistry flow by
use of the reaction mechanism listed in
Table 1.

Fig. 6. Typical Grid In Fig. 8, one interesting detail of the 2D
results is extracted by plotting the temp-
erature distributions against the lower

As initial start conditions for chemically nozzle wall length. Besides a general
frozen flow field computations, a 10 ana- strong decrease of the static mixture tem-
lytical calculation of the flow field vari- perature in the throat region, an obvious
ables proved to be sufficient. Preferably, rise in temperature with increasing degree
the solution for the inert flow may then of chemical recombination can be observed.
serve as the initial condition for the com- The difference between the inert and equi-
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librium mixture temperature at the nozzle pend on local mixture composition, flow
exit corresponds to approximately 6 %. The temperature and pressure, constituting the
chemical recombination effects, suppressed complexity of the chemical kinetics mecha-
within the inert flow and completely un- nism.
locked within the equilibrium flow, are
mainly associated with exothermic reac-
tions giving rise to an increase in tem-
perature. 1,55 E-04'

2700-0 T0 i -

, ,initial Value
r, Iroen • 5 000 Time-Steps

y -p '10 000 Tine-Steps

___13 500 Tine-StepsI r ,"'JEquiltibcrium

00 X-Coordinate (W 1.3

900. :Qo.U X-Coriat, (m) 12.3 Fig. 10. Transient Variation of
H - Mass Fraction Distributions

Fig. 8. Comparison of
Temperature Distributions

Figs. 11 and 12 reveal the field contours
Fig. 9 shows the isobars of the finite-rate of the atomic hydrogen (H) and the highly
chemistry calculation. The pressure distri- reactive hydroxyl radical (OH) distribu-
bution is rather insensitive to the model- tions respectively.
ling method. At the nozzle exit, the maxi-
mum pressure difference between the frozen
and equilibrium flow is 3%, the pressure of
the equilibrium flow being higher; the sen-
sitivity of the Mach number is even smal-
ler. At the nozzle exit, the Mach number of
the frozen flow exceeds that of the equili-
brium flow by a maximum of 1.5%, indica- 7. 0ES.-
ting that the increase in exit velocity is 6 E-05 6. E-05! - 0

more than compensated by the temperature 7. E-05 5. E0 "1.2 E-04
rise.8. E-0 5 4. E-04rise 9. (-o

L - 12.3 m

Fig. II. Field Distribution of
Atomic Hydrogen (H)

2.

6., j_- 0. 5 bar
a-L 

12.3 

-
Fig. 9. Isobars for the

Finite-Rate Chemistry Flow 6.2 E-037.2 o-03 5.2 E-03
8.2 E-03

Fig. 10 illustrates the time-marching solu- L2I.2 0 -13 m
tion technique by means of the transient - 12.3
variation of atomic hydrogen (H) distribu-
tions along the lower nozzle wall. Starting Fig. 12. Field Distribution of
from a constant initial distribution, which Hydroxyl Radical (OH)
corresponds to the equilibrium value at the
nozzle inlet, the final steady state is
achieved after about 10,000 time-steps. As In order to compare the local gas mixture
expansion proceeds, and static temperature compositions of the equilibrium and finite-
as well as pressure decrease accordingly, rate chemistry flow, the mass fractions ofthe amount of H mass fraction also tends to the individual species along the upper wall
decrease. However, immediately downstream are plotted in Figs. 13 and 14. Especially
of the throat, a minimum is reached beyond downstream of the throat region, the re-
which the mass fraction increases. This be- combination of the species 0, H, OH, as
haviour is due to the local production and well as the depletion of fuel mass H2 , pro-depletion rates for the H-atom, which de- ceed evidently faster with the equilibrium
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flow. - To describe the effects, Table 2 illustra-
Fig. 15 shows the corresponding distribu- tes the specific impulses at the nozzle
tions for the so-called "Bray-approach", exit provided by the different chemistry
assuming equilibrium upstream of the nozzle models. The results are related to the
throat, and frozen chemistry downstream, physically most realistic finite-rate che-

mistry model.
The equilibrium model predicts the exit

1. impulse to be approximately 0.5% too high.

H2 Bearing in mind that within the high flight
Mach number range 6 to 7 the ratio of engi-

1 .E-01- ine inlet to nozzle exit momentum may be as
02 ihigh as 0.8, this deviation results in an
OH overprediction of net engine thrust by ab-

I -. E-02 - out 3%.

When considering the frozen model, the pre-
-0 dicted impulse is recognized to be approxi-

I E3 mately 0.9% smaller compared to the finite-
rate chemistry model, leading to an under-
prediction of net engine thrust by nearly

The so-called "Bray-approach* favourably
upper Wall Iapproximates the finite-rate chemistry mo-

I. E-O5 U W del in terms of nozzle exit impulse. As
0.0 X-Coordinate (m) 12.3 well as a reduction in the variation of the

net thrust (in this case 0.7%) additional
benefits can be obtained from a considerab-

Fig. 13. Species Mass Fractions with the le reduction in the computing time.
Equilibrium Flow

Table 2. Comparison of
Specific Nozzle Exit Impulses

H20 Deviation

I. E-01 0 1,00%

02 OH 0,53%.
-u. E-02 OH.50%

0 , Reference

E-03 -
H2  -0,13%

1. E-04

,.-o 
-o.5ox 4

. OUpper Wall
IE0.0 X-Coordinate (m) 12 .3 0 = K = f(T) Kinetics Bray- Equilibrium

const. Approach

Fig. 14. Species Mass Fractions with the
Finite-Rate Chemistry Flow

It is concluded, that the sensitivity of
net engine thrust to different chemistry
modelling techniques is rather high and

H20 _that a physically inadequate model may lead
to unacceptable defects in net thrust pre-

L, E-01 - diction. This is particularly true for the
02 high-flight Mach number range, where the
OH engine inlet momentum is high compared to

I. E-02 - that of the nozzle exit, and where the pro-
jected thrust reserves are generally low.

0

H2

1 04 H !Upper Wall

IL

1. E-OS
0. X-Coordinate (m) 12.3

Fig. 15. Species Mass Fractions with the
"Bray-Approach"

Finally, one of the most important results
remains to be addressed: the influence of
different chemistry modelling techniques on
net engine thrust prediction.
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Discussion

M. ONOFRI, UNIV. OF ROME, ITALY
I noticed in your results a small variation of H20 and 02 concentrations during the

expansion phase - Is that due to your operational temperature or to a low initial ion
concentration of H2 ? Can you please comment on this point?

AUTHOR'S REPLY
The nozzle inlet temperature and the inlet pressure are 2700 K and 7 atm, respectively.

The gas composition at the inlet is equal to the equilibrium composition of a stoichiometric
exhaust gas. The H20 concentration increases by chemical recombination processes along the
nozzle flow by about 10 percent, and the increase in 02 is accordingly. However, due to the
logarithmic scale chosen for Fig. 14, this change is hardly visible.



CALCULS TRIDIMENSIONNELS D'ECOULEMENTS REACTIPS DAN$ LES CHAMBRES
DE COMBUSTION AERONAUTIQUES EFFECTUES A L'AIDE DE DEUX MODELES

DE COMBUSTION

par

Fabienne PIT, Helene TICHTINSKY, Pascale -GILBANK. Francis DUPOIRIEUX

Office National d'Etudes et de Recherches Aerospatiales
29. Avenue de la Division Leclerc

92320 CHATILLON (FRANCE)

Des calculs tridtimensionnels ont dtd effectuds afin de pr6voir U*6coulement
r~actif dlans les chambres dle combustion a6ronautiques .Deux types de
modble de combustion ont 6t6 test6s : d'une part un mod~le qui a recours A
tVhypoth~se dle chimie rapide mais qui peut cependant prendre en compte
certains aspects de la cindtique chimique par tPinterrnddiaire de d6lais
ci'infLammation. d'autre part. le mod~le euL6rien-tagrangien PEUL qui traite
directement des lois d'Arrhenius au rnoyen du sous-mod~le IEM (interaction
par Echange avec ta Mayenne) et donc ne fait pas appel A tVhypoth~se de
chimie rapidle.

THREE DIMENSIONAL CALCULATIONS OF REACTIVE FLOWS WITHIN AIRCRAFT

COMBUSTION CHAMBERS INCLUDING SOME COMBUSTION MODELS

by

Fabienne PIT, Helene TICHTINSKY, Pascale GILBANK, Francis DUPOIRIEUX

Some 3D calculations have been performed in order to predict the reactive
flow within aircraft combustion chambers. Two kinds of combustion models
have been tested: on one hand a model which makes the assumption of fast
chemistry but can however take roughly into account some aspects of the
chemical kinetics through an ignition delay and, on the other hand, the
tagrangian-euterian PEUL model which can deal directly with some Arrhenius
laws by means of the IEM (Interaction by Exchange with the Mean) submodel
and hence does not include some assumption of fast reaction.

Ce travail a 06 financ6 par la SNECMA etla DRET (Ministere de la D6efense)
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INTRODUCTION:

L'ametioration des methodes nrnmriques et des mod~les, [a puissance
croissante des ordinateurs permettent maintenant de calculer des flarnmes
dans des configurations industrielles.
Ces calculs sont bases sur la r~solution des e6quations de bilan moyenn6es de
la m6canique des fluides contenant en 7particulier. les bilans d&especes
chimiques et d'6nergie. Ces equations necessitent des hypotheses de ferrneture
qui donnent lieu A des mod~les. Ceux-ci sont d6duits, de ['analyse physique
des ph~nornenes.
Ainsi. les flux turbulents sont obtenus aiu moyen du mod~le k-E (1-2) adaptd

-aux ecoulements 6 densitd variable. Pour les 6coulements r6actifs, un autre
probl~me crucial apparait :it sagit dt- la mod~lisation du (ou des) taux de
rdaction moyen(s) .Diff~rents rnod~les de combustion turbutente concernant
des dcoulements turbulents reactifs non parfaitement pr6m6lang6s sont
pr6sent6s et deux de ces mod~les sont appliqu6s A une configuration
industrielle.

I- EQUATIONS EULERIENNES DE LA MECANIQEJE DES FLUMDES.

Les 6quations de bilan r~gissant les 6coulements rdactifs turbulents peuvent
se mettre sous la forme int6grate suivante

--3 Fj~ ffd +J~P.n do = jV p S f d v

ou p repr6sente la vateur moyenne statistique de Ia masse votumique; f [a
moyenne de Favre (pond~r~e par ta masse) des quantit6s suivantes: (a masse
volumnique (f=1)a la vitesse (T=~a,a=l,2.3)-. [energie (f= ) la fraction rnassique
du combustible (f-YF); la fraction massique d'un traceur inerte (?-Tr); Tf
represente le flux surfacique de ta grandeur T par unit6 de surface et 7- la
surface entourant le volume V; S9f repr6sente le taux de production (ou de
disparition) volumnique de la quantit6 f (par exempte ,production ou
consommation par les reactions chimiques dans le cas d'un bilan d'esp~ce.
forces volumiques dans le cas d'un bilan de quantit6 de rnouvement).

Les flux turbulents sont mod~tis~s par l'interm~diaire de [V6nergie cin~tique k
et de sa dissipation c dont on r6sout les 6quations de bilan. L'hypoth~se
classique de couche timite logarithmique permet de d6duire les conditions A
la paroi des 6quations de k et F- (3). Ces 6quations de bilan sont r~solues
numdriquement par le code tridimensionnel DIAMANT (23) qui utilise une
technique de volumes finis implicite.
Le taux de production moyen des espbces chimiques s'6crit sous ta forme:

Wf= Jylfy2 .. JfynJT W(Y,Y 2 ,.,yn,T)P(Y,Y 2 ... YnT)sdydy 2 .dydT

ou w est le taux de production instantan6. P est la fonction densit6 de
probabilit6 multi-espL-ces associee et n est le nombre d'especes chimiques
mises en jeu.

Pour d6terminer ce terme. plusieurs approches sont possibles (4-5):
- tes mod~les oui on r6sout 1l6quation de transport pour la fonction densite de
probabilit6 P(Y 1,Y 2 - . y,.T) (6-11);
- les mod~les hybrides ou A p.d.f. pr~sum6e dans lesquels on fail des
hypotheses sur la forme de [a fonction P (12-IT);
- les mod~tes lagrangiens dans lesquets on introduit la notion de trajectoires
de particules fluides (18-20),
- tes mod~les de type flamrne coh~rente lids au concept de ftarnme mince
(21-22).



Nous avons test6 cleux mod~les de cornbusti-on tuibutente :le modi.le hybride
CRAMER et le mod~le tagrangien PEUL dans le cas d'un 6coutement r~actif
turbulent non parfaitement prem6tang6 a richesse globale faible.

2. LE MODELE HYBRIDE CRAMER.

Le mod~le CRAMER fait tLhypoth~se que les r6actions chimiques sont rapides.
It prend en compte le fail qu'un niveau minimal de richesse et de
temperature est requis pour l'inflammation. Dans ce mod~le, le taux de
production instantane w et la fonction densit6 de probabitite associ~e sont
6values.
Dans le cas d'un foyer de turboreacteur. tes gaz p6n~trent soil sous forme
d'air pur par les trous primaires. les trous de dilution et les films de
refroidissement soil sous forme d'un m6lange air-combustible par les
injecleurs' de combustible. Pour simplifier ['expose, on suppose que la richesse
est inf6rieure .k I (exc~s de comburant). y compris i la sortie des injecteurs de
combustible. Dans le plan de coordonn~es (YF-cP) (9p variable de

Schwa b-Zeldcovi ch). toutes ces entrees sonl repr~sentees par seutement deux
points nol6s A et B ;au point A , on a YF YFA> 0 alors qu'au point B - F-YFB

est nut. Dans l'espace des phases (YF~fp) repr~sent6 figure 1. la droite AB

correspond A une ligne de melange sans combustion de particules ftuides
issues des deux entrdes. La droite CO correspond & une ligne oU les particules
brCilent. Les particules fluides contenues dans le triangle BCD (y K y,_,) ne

brCilent pas car leur richesse est suppos6e trop faible.
Consid~rons une particule fluide. non brut6e. initialement au point M de la
droite AB. Avec I'hypoth~se de chimie rapide. [a particule consomme tout son
combustible instantan6ment et se retrou~ve au point M' de ta droite CO let
que:

9'M - CV.MO / MF).YFM -YOM . (PM . -YOM'

v coefficient stoechiom~trique de la reaction:
Fuel - v Oxydant -- > Produits

M 0 et MF repr~sentent [a masse motaire de l'oxydant et du fuel, YO et YF les

fractions massiques de l'oxydant et du fuel.

Ainsi.pour toute particute fluide tetle que cp > p<-. on a:

Si YF A 0. W-0 et si YF- 0. W,'O.
Tarit que YF .0. Ia temp6rature dle la particule fluide est faible et

l'inflammation nWa pas lieu (w-0). D~s que YF se rapproche de 0 la

temp6rature se rapproche de (a temp6rature de fin dle combustion (cela peut
se verifier facilement hk parlit d'un bilan d'6nergie) et Vinflammation a lieu
ce qui conduit A un taux de reaction non nut, le combustible 6chang6 avec
1'ext6rieur maintient un laux de production non nut A lUint~rieur dle la
particute fluide.
Les dquations lagrangiennes d6duites du mod~te I.E.M. d~crit plus loin
5 c riven I:

dYF - F YF

dt

avec x temps caract6ristique du melange.
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En particulier. Pour YF.=O extrema. on a

dYF 01

dt

En mayennant 1'6quation ci-dessus et en tenant compte des considerations
prec6dentes ,on obtient pour le taux dle r~a~tion moyen

W -~ j~~F dYF

Dans le cas particutier d'un dcoulement prdmd1ang6 avec un exc~s dle
-cornburant l a formule ci-dessus se s'implifie

rest un temps caract~ristique d'dchange ;en Principe it est proportionnel A
y >2E (EY taux moyen dle destruction de y' 2 ). Etant donn6 P'analogie entre les

6quations de y' 2 et de k d'une part ,de ES et de E d'autre part .on consid~re
pour simplifier que t est proportionnel A k/i.

3 - MODELE LAGRANCIEN PEUL.

Une autre fagon de calculer le taux moyen de production des esp~ces W est
de faire une moyenne arithmdtique de w sur un grand nomnbre d6vdnemnents:
W- I/Nlwn. Celte m~thode permet de s'affranchir dle la connaissance de ta
fonction densit6 de probabilit6. En revatnche. it faut d6terrniner le laux de
production instantan6 dans les particules fluides. Pour ceta. it faut determiner
la trajectoire physique dle ces particules ainsi que 1'6volution en fonction du
temps de leur concentration et leur temnp~rature.

3.1 -MODELISATION DE LA DISPERSION TURBULENTE.

Pour determiner la trajectoire cfune particule fluide. it taut r~soudre

avec Uvitesse moyenne de la particule zi [*instant t. Cette vitesse est d~duite
d'un calcul eul6rien pr6c~dent effectu6 par exemple avec le mod~Ie CRAMER.
La fluctuation de la vitesse U' est 6valuce A I'aide cfun mod~te de dispersion
turbutente (24). Pour cela. on fail les hypoth~ses suivanles:
- la densit6 cde probabilile du cou~ple de vitesses (1J(t 1 ).U(t.,)) 4 deiLIX instants
diff6rents et le coefficient dle corr6lalion lagrangienne RL(t) ne dependent que
de la diff6rence de temps T Iti .12l

l a correlation lagrarigienne R,( T) s;exprirne a I'aide de tonctions de
Frenkiel (25)

avec x~j1-t21 et ")L 6chette tempotelle lagrangienne. mn est un patam~tre reel
fonclion du nomnbre et de V'importance des boucles ne~gatives dans la
corr6lation



- tes fonctions densite de probabilit6 de vitelse sarit gaussiennes
- les corr6lations spatio-temnporelles peuvent s'exprirner simplemlent )t l'aide
des corr6lations spatiales et de la car r6lation lagrangienne RL(T)

Avec ces hypoth~ses. on peut mod~liser Ia matrice de correlations associ6e a
l a loi de probabilit6 de U* (matrice not~e A) . A paitir de cette mnatrice A et

d'ur vecteur Y dont les composantes r6stiitent dIu tirage de variables
al6atoires norrnales centr~es ind6pendantes. il est possible d'obtenir une
evaluation de U* si [a mod~lisation est corrodte. A est sym6trique d~finie

positive de sorte quil existe une matrice B telle que A =BBT (BT transpose

do B) i l vecteur U' est alors egal .5 BY. La matrice B est abtenue au moyen
de t'atgorithme do CHOLESKI.

3.2 MODEI.E I.E.M.

.A tout instant, on connait Iaj pO!;itiorn d(S partickule; IlLi(S SIiVICs POW

connaitre leur 6volution chimique. Ht est possible d'utitiser le modle

d'lnteraction par Echange avec la Mayenne (LE.M) (2T). Ce rmodl(le tioot
compte de lVinteraction entre la particule ot son environnemrLI exterietur 11i

ost dcrit ici sous uno forme adapt~c au probt~me de la combustion turbulente:

dYi. 7i Y- Yi)

dt T

Y1 est [a fraction massique de 1Fespece idans la par ticule ;wi est Ic taux de

production ou de consomrnation iristaiit-tnt de tFespece i dans cette m-ime

particule. Le termo (Y 1-Yi)/i repr~sente le taux d'6change inassique de

I'espece i entre ]a particulo et saoi enviionnement ;YL repr6sente [a fraction

massique moyenno de lespece i 2i Cendroit o6~ so trouve ta particule. Ce
modble permot de pr6voir ['avancemont do reactions chimiques simples ou

complexes.
Nous l'avons appliqu6 a une cin 6 tiquc chimique (28) A5 une 6tape qui so

traduit, dans le cas ou to combustible est to m6thane, par

CH 4 - 20 2 -- > C0 2 -2H 2 0

La vitesse de production chimique ost donnee par Ia lai d'Arrhenius:

w K.YCH 4 a.YO:?b.T~c .exp)( FA 1 '"

avec a-0.7 ;b-0,8 ;c=O ;K-3 10O3 EA=48OOO J-

tE est to temps caract6ristique du m~lancjc camm-e pr6coeemment. on cansiddre

qu'il est proportionnel Ai kit,

3.3 TAUX DE PRODUCTION MOYEN.

En un endrait d6termin6 de IY6couleirwrit, or, voe p~isser mi nnrnhre N' de
particules fluides. Darn; d-saes hisw ;snriu i j..p) igIIw . . ()[I

observe un nuage de points, choqare poill (:orresild ", I .t comfpositionl
chirnique d'une par ticule fluide. FEn fait. . i N' est asse;' jimd, (-.I ensem'ble tie.

paoints correspond a ta projection de (a Imiction densil te proFdbtabi Ii e danf, ce
plan.



On peut evaluer le taux de proouchi arbyern en, effectuint one rnoyeflne
arithmetique dans chaque indifle de te6coutemrnet. Ces yrandeurs 6tant
definies. nous pouvoris les introdijire comme terine source dans le code
eut6rien DIAMIANT. On obtient on ecoulernent inoyen Tnodifit . par rapport au
premier calcut. On peut nouveau calciulei des trajectoires et le taux rnoyen
de production associe. On pour soil ce Jn(CeSSuL; i Iraiif jUsqn ., convergence
des r~sultats.

4. RESULTATS NUMERIQUES.

L'dcoulement turbulent r6actif dans une chambre de combustion
a6ronautique a 6t6 calcul6. Le maillage ext6rieur correspondlant A la demi
chambre est represent6 figure 3. Sur le fond avant, on peut your la trace d'un
demni-injecteur ; sur la paroi sup6rieure, on voit la trace cfun orifice primaire
et de deux orifices secondaires ;de m6me sur la paroi inf6rieure. on peut voir
la trace d'un orifice primaire et de deux demi orifices secondaires.
Au niveau de l'injecteur a6rodynamique (entr6e A). le d~bit surfacique de

gaz est de 14 kg/rn2 s, la fraction massique de combustible est 0,05. Au
niveau des orifices primaires et secondaires (entr6e B), le d6bit surfacique est

de 48 kg/m 2 s. La temperature d'entree de tous les gaz est de T46K. Le niveau
de pression. qui est fix6 par la pression de sortie, est de IVordre de une
atmosphere.
Un premier 6coulement stationnaire, sans combustion, a 016 effectu6. La
combustion a 0t6 initi6e en simulant une 6tincelle dans une celtuLe oi la
vitesse des gaz est faible. tin nouvet 6tat stationnaire a M16 obtenu avec Le
code DIAMANT etlLe mod~le CRAMER. Sur les figures 4 et 5. nous avons
repr~sent6 les champs de vitesse et de temp6rature obtenus dans les plans
longitudinaux J-1 (dans lequel on voit ta trace du demi-injecteur et de deux
trous secondaires), J-9 (ooi on observe la trace de Linjecteur. dle trous
primaires et secondlaires), J-15 CoU on voit la trace de trous secondlaires) et en
plus pour la temp6rature. Les plans lransversaux 1-1 et 1-30. La figure_-6
repr6sente le taux moyen de production W en fonction de la concentration '(F

et de La tempdrature T. La courbe est en forme de cloche. On distingue bien
tes deux entrdes A et B. On observe qu'une temp6rature minimale environ
1000*k est requise pour P'inflammalion des particuLes fluides.

Au total 12600 particules fluides ont 0t6 inject6es (1000 dans le demi-injecteur
el 5600 dans les, trous primaires et secondaires). La figure T repr6sente le
champ de temperature Tf obtenu par moyenne arithm6tique des r6sultats
lagrangiens dans les plans J-1. 1-9. 1-15. La temp6rature des jets I Leur sortie
reste proche de La temp6rature d'injection sur une distance non n6gligeable et
la temp6rature dans les zones chaudes pr~s du fond avant sont proches de La
temperature de fin de combustion. Aussi. it existe de forts gradients de
temperature. La temperature en sortie de chamnbre est de V'ordre de 1500k . La
figure 8 repr~sente le taux moyen de production en fonction de Y?'p et d

(vateurs obtenues par mayenne arithm~tique). On peut faire les m6mes
constatations que sur les tempdratures.

Les figures 9 et 10 montrent 1*6voLution. en fonction du temps. de la fraction
massique du combustible et de la tempdrature de deux particuLes fluides. La
premi~re particule fluide est issue du demi-injecteur; sa fraction massique de
combustible esi proche de 0.05. Initiatement eLle se meLange avec
IP6coulement moyen. ce qui provoque son echauffemnent, puis elle brcOLe.
Enfin. elle se refroidit au contact des jets primaires et secondaires. La seconde
particule est issue d'un trou primaire. sa fraction massique. initiaLement faible
0.005. augmente par 6change avec 1*6coutement rnoyen, en meme temps La
particule s'6chauffe. puis br~rle et se refroidit au contact des jets secondaires.
Ce travail 6tant en cours de developpement. la partie itdrative n'a pas dt6
faite.
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5 - CONCLUSIONS

Dans les 6coulements indlustriels. differents regimes de combustion sont
possibles. Liinfluence de la chimie sur les caracteristiques de I'ecoulement est
aussi importante que ta turbulence elle-meme. Le processus de mod6lisatiori
dle la combustion doit-6tre le plus realiste possible ; i doit comporter
plusieurs schemas reactionnels et de nombreuses especes chimiques.
Afin dle pr~dire tes caiict~ristiqueS dekiotheliinochitniques d'un 6coulement de
type indlustriel. nous avons uii se Lin ri<Wdie hybride CRAMER el Un mod&et
lagrangien PEUL. Le mod~ie (.RAMEP lail appel t'hypothese de chimie
rapide et ak une cin~tique chirnique qiobale. Le taux de production est

- onction de la fraction massique du combustible et d'un traceur inerte. Le
mod~le PEUL peut prendre en compte des h6terogen6it~s de richesse et des
cin~tiques chimiques complexes. Meme si flous n'avons utilise' qu .ufe
cin~tique chimique a une etape. le taux de production est fonction des
esp~ces chimiques mises en jeu.

Ce nouveau mod~1e est prometteur pour le traitement des 6coulements
r~actifs turbulents tridimensionnels dans les foyers a6robies.
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figure 1: Espace des phases (modie [. E. M.).
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figure 3: Maillage ext~rieur de la chambre de combustion.
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figure 4: Champ de vitesse (mod~Ie CRAMER )
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figure 5. Champ de temperature (mod~le CRAMER )



figure 6: Taux die production moyen
(mod~le CRAMER).

figure T: Champ de tempEsratuie
modcsle PEUL )
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figure 8: Taux de production moyen
modele PEUL).

figure QEvolution en fonctiorn
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figure 10: Evolution en fonction
du temnps de yf et T

d'une par ticule fluide
issue dun trou primaire.

Dicussion

R. WALTHER, MTU, GERMANY
Do you see any possibility to extend your model for the simulation of pollutant formation

processes, for example NOR?

AUTHOR'S REPLY
Oui, nous espirons pouvoir introduire la simulation des processus de cr~ation des polluants.

Ces derniers seront introduits au niveau. du choix de la cin~tique chimique.



REPORT DOCUMENTATION PAGE

1. Recipient's Reference 2. Originator's Reference 13. Further Reference 4. Securit Classification'
of Document

AGARD-CP-5 10 ISBN 92-835-0659-6 UNCLASSIFIED

1 5. Originator Advisory Group for Aerospace Research and' Development
North Atlantic Treaty Organization
7 rue Ancelle, 92200 Neuillv sur Seine. France

6. Title
CFD TECHNIQUES FOR PROPULSION APPLICATIONS

7. Presented at the Propulsion and Energetics Panel 77th Symposium held in
San Antonio. Texas. United States. 27th to 31 st May 1991.

8. Author(s)/Editor(s) 9. Date

Various February 1992

10. Author's/Editor's Address 11. Pages

Various 596

12. Distribution Statement This document is distributed in accordance with AGARD

policies and regulations, which are outlined on the
back covers of all AGARD publications.

13. Keywords/Descriptors

Computational fluid dynamics Hypersonic flow
Jet propulsion Navier-Stokes equations
Three dimensional flow Turbomachinery
Viscous flow Numerical analysis
Unsteady flow Intakes
Computer programs Jet engine nozzles
Proving

14. Abstract

The Conference Proceedings contains the 40 papers and the Technical Evaluation presented at
the Propulsion and Energetics Panel 77th Symposium on "CFD Techniques for Propulsion
Applications", which was held 27th-3 1st May 1991 in San Antonio, Texas. United States.

The Symposium was composed of the following sessions: Turbomachinery Computations and
Validations (21); Flow in Ducts, Intakes and Nozzles ( 1I); Reacting Flows (8). Questions and
answers of the discussions follow most papers in the Proceedings.

The papers presented covered full three-dimensional code validation and numerical techniques.
multi-dimensional reacting flow and unsteady viscous flow for the entire spectrum of propulsion
system components. The capabilities of the various numerical techniques were assessed, and
significant new developments were identified. The Technical Evaluation spells out in detail where
progress has been made and that the present state of the art has almost reached the level necessary
to tackle the comprehensive topic of CFD Validation for Propulsion.



0a

c'~ 2 -22
u > --D CL. z- -- zE ) >: uC

- 0 - ~ ~~ >' -

r- ca 0 C

u a. . Z;I~ -

C 0. E c o E E - ? :5-

r- 0U m -~ c LL ,
r-- 0 - S -2 --

. :: t 0

m2 0 0 % o

I.. E~< m L M

24 0. 00Q.j ~ ~ -

'A o j -X

LL. w

Nm 7

0.~~ ~ ~~ u0N0 , ~ 0 ~ I

6'0 W

0 .2 Er- =5I ~

~~~ z L. CL.~

m CL m C

.L4

E~ S C-

> QY %J tJ'5 -



LL. . Q .
o U

E E)~ u)~.C

- E~~.~-
M r,. ~C

-3)~C

*C C - ~ ~ ) - - -~E

c- E

>. >

C)~~~E E ) ~ - )~

m C

.4 ~ ). ~E 75

7=. .1



NATO - OTAN

7 RUE ANCELLE -92200 NEUILLY-SUR-SEINE DIFFUSION DES PUBLICATIONS

FRANCE AGARD NON CLASSIFIEES

Telephone (1)47.38.57.00 -Telex 610176
Telecopie_( 1)47.38.57.99 ______________________________

LAGARD ne detient pas de stocks de %es publications. darts un but de distribution generale ai ladresse ci-dessus. La diffusion initiale des
publications de 'AGARD est effectu~e aupres des pays membres de cette organisation par l'intermedjaire des Centres Nationaux de
Distribution suisants. A ['exception des Etats-Unis. ces centres disposeni paris d'exemplaires additionnels; dans les cas contraire. oin peut
se procurer ces exemplares sous forme de microfiches ou de microcopies aupres des Agences de Vente dont la liste suite.

CENTRES DE DIFFUSION NATIONAUX
ALLEMAGNE ISLANDE

Fachinformationszenirum. Director of Aviation
Karlsruhe c'o Flugrad
D-75 14 Eggensiein-Leopoldshafen 2 Rey.kjavik

BELGIQUE ETALIE
Coordonnateur AGARD-VSL Aeronautica Militare
Etat-Major de [a Force Aerienne Ufficio del Delegato Nazionale ailIAGARD
Quartier Reine Elisabeth Aeroporto Pratica di Mare
Rue d'Evere. 1 40) Bruxelles 000140 Pomezia (Roma)

CANADA LUXEMBOURG
Directeur du Service des Renseignements. Scientifiques I a)ir Belgique
Ministere de la Defense NationaleNRVG

Ottaa. Otari K I 0K2Norwegian Defence Research Establishment

DANENIARK Attn: Biblioteket
Danish Defence Research Board P.O. Box 25
Ved Idraeisparken 4 N-200)7 Kjeller
2 100 Copenhagen 0 PAYS-BAS

ESPAGNENetherlands Delegation to AGARD
ISP AGNE R Pbiatos National Aerospace Laboratory NLJR

Pintor Rosales 34 2629 HSDelfi
28008 Madrid269HDef

PORTUGAL
ETATS-UNIS Portuguese National Coordinator to AGARD

National Aeronautics and Space Administration Gabinete de Estudos e Programas
Langley Research Center CLAFA
M/S 180 Base de Aifragide
Hampton. Virginia 23665. Alfragidle

FRANCE 2700 Amadora
O.N.E.R.A. (Direction) ROYAUME UNI
29. Avenue de Ia Division Leclerc Defence Research Information Centre
92320. Chiutllon sous Bagneux Kentigern House

65 Brown Street
GRECE Glasgow G2 8EX

Hellenic Air IForce
Air War College TURQUJE
Scientific and Technical LibrarN MIilli Sav-unma Ba~kanligi (MSB)
Dekelia Air F-orce Base ARGE Daire Ba~kanligi (ARGE)
Dekelia. Athens TGA 10 10) Ankara

LE CENTRE NATIONAL DE DISTRIBUTION DES ETATS-UNIS (NASA) NE DETIENT PAS DE STOCKS
I)ES PUBLICATIONS AGARD ET LES [)EMANDES IXEXEMPLAIRES DOIVENT ETRE ADRESSEES DIRECTEMENT-

AL' SERVICE NATIONAL TECHNIQUE DE L-INFORMATION ( NTIS) DONT LADRESSE SUIT.

AGENCES DE VENTE
National Technical Information Service ESA, Information Retiesal Service The British Librarv
(NTIS) European Space Agenc Document Supply Division
5285 Port Royal Road I1(. rue Mario Nikis Boston Spa. Wetherby
Springfield. Virginia 22 101 7 50)15 Paris West Yorkshire LS2j 7BQ
Etats-Unis France Royaume Uni
Les demandes de microfiches ou de photocopies de documents AGARD (v compris es demandes faites aupres du NTIS)doivent comporter
Ia denomination AGARD. ainsi que Ie numero de seric de l'AGARD (par exemple AGARD-AG-3 15). Des informations analogues. telles
que le titre etlla date de publication sont souhaitables. V uiller noter qu'il 'v a lieu de specifier AGARD-R-nnn ci AGARD-AR-nnn lors de la
commande de rapports AGARf~ des rapports consultatif, AGA RI) respectiv ement. Des references. bibliographiqucs completes ainsi que
des resumes des publications AGARD figurent darts les journaux suivants:

Scientifique and Technical Aerospace Reports I(STAR) Giovernment Reports Announcements and Index (GRA&l)
public par Ia NASA Scientific and Technical -- public par le National T echnical Information Service
Information Division -Springfield

NASA Headquarters (NT-r) V irginia 22 101
Washington D. 20140 Etats-Unis
Etats-Uni, -- accessible ecalement en mode interactit darts (a base dc

dornees bibliopraphiqucs en ligne du NTIS. ci sun CD)-ROM)

Imiprinit pi 7 .ipo njii oi Prinotm. i a, is I. itted

40,( hiiielL an, 1.0ueh, n. 1-s %e% /1( i'3 T/


